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Car insurance
Claim size prediction

👤 Age 🚗 Age 🏎️ Type

25 3 🚙 Sedan
40 5 🚐 SUV
19 1 🏎️ Sports Car
60 10 🚘 Hatchback
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Deterministic model! Move to a probabilistic model.
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Distributional regression
Customer 1 = (25, 3, 🚙)
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Distributional regression
Customer 2 = (40, 5, 🚐)

Patrick Laub https://laub.au/

3 / 8

https://laub.au/


Distributional regression
Customer 3 = (19, 1, 🏎️)
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Distributional regression
Customer 4 = (60, 10, 🚘)
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Distributional regression
All customers
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A generalised linear model
A gamma GLM with a log link function:

A simple model, easy to train and interpret, but…

​ ​

Y ∣X

E[Y ∣X]

∼ Gamma(… , …)

= exp{β ​ + β ​ ⋅ Age + β ​ ⋅ Car Age + β ​ ⋅ Type}0 1 2 3
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1. Bad at regression
2. Bad at distributional regression

GLMs can be
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Example 1: Non-monotonicity

GLMs cannot (easily) do this  Use a neural network⟶
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Example 2: Multi-modality

GLM distributions are too restrictive  Adjust them⟶
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Current solutions

Thanks to Eric Dong!
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Distributional Refinement Network

Use a network to adjust the distributions out of a GLM.
The user can select small or large changes (botox or a facelift!).
Check out the paper and the ‘drn’ Python package!

Joint work by Benjamin Avanzi, Eric Dong, Patrick Laub, and Bernard Wong.
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