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Abstract

A typical problem in the field of rare-event estimation is to find the probability P(S > γ)
where S := X1 + · · ·+Xd for a fixed d ∈ N+ and where the γ ∈ R is large or increasing.
In applications we often wish to understand the behaviour of a combination of random
factors. Hence the random variable S is ubiquitous in real-world modeling problems.
It can model, for example, aggregate risk or portfolio value for holding d risky assets
[124, 152], the aggregate losses for d insurance policy claims [14, 107], and the combined
signal interference from d wireless transmission sources [73]. Probabilities of this form are
used to understand how a system would behave under extreme scenarios such as a market
crash, a power surge, or a natural disaster. One is typically interested in, not just the
quantity P(S > γ), but the behaviour of the summands when the extreme event {S > γ}
occurs.

This probability is available in a closed form for only a few basic cases, when the density
of S (which is a d-fold convolution) has a known form; see [131]. For example, when the
summands are independent and identically distributed (iid), then it is sometimes simple
to calculate (for exponential, gamma, normal, binomial, geometric, or negative binomial
summands) and sometimes intractable (for lognormal, Weibull, Laplace, or Beta). How-
ever, requiring the assumption of independence (let alone iid-ness) of the summands is
a stifling restriction when modeling real-world events; a notorious example would be the
partial blame of the 2008–09 global financial crisis on mathematicians’ inappropriate use
of a simplistic dependence model (the Gaussian copula) [153].

This thesis outlines methods for approximating quantities related to sums of random
variables. Two chapters consider the use of orthogonal polynomial expansions in approxi-
mating probability density functions; one focuses on sums of correlated lognormal random
variables, and the other on random sums which are used in insurance. We also introduce
an importance sampling estimator for the survival function of a sum distribution which
uses knowledge of the asymptotic form of the sum. We also give the results of an asymp-
totic analysis of the Laplace transform for the sum of lognormal random variables. A



related problem, of estimating the probability of the maximum of a random vector ex-
ceeding a large threshold, is also considered.
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Beregningsmetoder for summer af stokastiske variable

Abstrakt.

Et typisk problem i forbindelse med estimation af sjældne hændelser er at finde sandsyn-
ligheden P(S > γ) hvor S := X1 + · · ·+Xd for et fast d ∈ N+, og hvor γ ∈ R er stor eller
voksende. I anvendelser er man ofte interesseret i at forst̊a opførslen af en kombination
af stokastiske faktorer. Derfor er den stokastiske variabel S naturligt forekommende i
praktiske modelleringsproblemer. Den kan f.eks. bruges som til modellering af en samlet
risiko, af en porteføljeværdi ved en beholdning af d risikofyldte aktiver [124, 152], af det
samlede tab for d forsikringsforpligtelser [14, 107] og af den kombinerede signalinterfer-
ens fra d tr̊adløse transmissionskilder [73]. Sandsynligheder af denne form bruges til at
forst̊a, hvordan et system vil opføre sig under ekstreme forhold som f.eks. et børskrak,
et strømsvigt eller en naturkatastrofe. Typisk er man ikke kun interesseret i størrelsen
P(S > γ), men ogs̊a i opførslen af summanderne n̊ar den ekstreme hændelse {S > γ}
indtræffer.

Kun i ganske f̊a tilfælde er denne sandsynlighed tilgængelig i lukket form, n̊ar tætheden
af S (som svarer til d foldinger) har en kendt form; se [131]. For eksempel n̊ar summan-
derne er uafhængige og identisk fordelte (iid), er tætheden nogle gange nem at beregne
(hvis summandernes fordeling er eksponentiel, gamma, normal, binomial, geometrisk eller
negativ binomial), og andre gange er det ikke muligt (hvis summandernes fordeling er
lognormal, Weibull, Laplace eller Beta). Dog er antagelsen om uafhængighed (og i særde-
leshed om iid) mellem summanderne en seriøs begrænsning ved modellering af virkelige
hændelser; et notorisk eksempel er den delvise skyld i den globale finanskrise i 2008–2009,
som matematikerne bærer, grundet upassende brug af en simpel afhængighedsmodel (den
gaussiske copula) [153].

Denne afhandling beskriver metoder til approksimation af størrelser relateret til summer
af stokastiske variable. To kapitler omhandler anvendelsen af ortogonale polynomielle
udviklinger til approksimation af tæthedsfunktioner; det ene fokuserer p̊a summer af kor-
relerede lognormale stokastiske variable og det andet p̊a stokastiske summer, der anvendes
i forsikring. Vi introducerer ogs̊a en importance sampling-estimator for overlevelsesfunk-
tionen af en sumfordeling, som bygger p̊a viden om den asymptotiske form af summen.
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Endvidere giver vi resultaterne af en asymptotisk analyse af Laplace-transformen af sum-
men af lognormale stokastiske variable. Endeligt behandler vi et relateret problem, som
vedrører estimation af sandsynligheden for, at maksimum af en stokastisk vektor over-
skrider et givet stort niveau.
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many a headache — but to Victor & Line’s cute dog, who would visit the office and is named after him.

x



Financial support

This research was supported by an Australian Government Research Training Program
Scholarship. A top-up scholarship and travel funds were also provided by the Australian
Research Council Centre of Excellence for Mathematical & Statistical Frontiers (ACEMS),
under grant number CE140100049. Further support from Aarhus University was provided
by a grant to Søren Asmussen.

Keywords: monte carlo, sums, maxima, dependence, rare events, lognormal distribution,
stop-loss premium, orthogonal expansions, asymptotic analysis

Australian and New Zealand Standard Research Classifications (ANZSRC)

ANZSRC code: 010404 Probability Theory, 60%
ANZSRC code: 010201 Approximation Theory and Asymptotic Methods, 30%
ANZSRC code: 010205 Financial Mathematics, 10%

Fields of Research Classification

FoR code: 0104, Statistics, 60%
FoR code: 0102, Applied Mathematics, 40%

xi



Contents

Abbreviations and Notation xvii

1 Introduction 1

1.1 A seemingly simple problem . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Applications of sums of random variables . . . . . . . . . . . . . . . . . . . 3

1.3 Foundational background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3.1 Quadrature techniques . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3.2 Laplace transform inversion . . . . . . . . . . . . . . . . . . . . . . 11

1.3.3 Orthogonal polynomials . . . . . . . . . . . . . . . . . . . . . . . . 13

1.3.4 Monte Carlo techniques . . . . . . . . . . . . . . . . . . . . . . . . 17

1.3.5 Dependence and copulas . . . . . . . . . . . . . . . . . . . . . . . . 28

1.3.6 Asymptotic analysis and extreme value theory . . . . . . . . . . . . 31

1.4 Existing methods and contributions . . . . . . . . . . . . . . . . . . . . . . 32

1.4.1 The normal approximation . . . . . . . . . . . . . . . . . . . . . . . 32

1.4.2 Beyond the central limit theorem . . . . . . . . . . . . . . . . . . . 33

1.4.3 Other approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

xii



1.5 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2 Approximating the Laplace transform of the sum of dependent lognor-
mals 41

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.2 Approximating the Laplace transform . . . . . . . . . . . . . . . . . . . . . 43

2.3 Asymptotic behaviour of the minimiser x∗ . . . . . . . . . . . . . . . . . . 47

2.4 Asymptotic behaviour of I(θ) . . . . . . . . . . . . . . . . . . . . . . . . . 54

2.5 Estimators of L (θ) and I(θ) . . . . . . . . . . . . . . . . . . . . . . . . . . 55

2.6 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

2.7 Closing Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.A Remaining steps in the proof of Theorem 2.7 . . . . . . . . . . . . . . . . . 58

3 Orthonormal polynomial expansions and densities of sums of lognormals 61

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.2 Orthogonal polynomial representation of probability density functions . . . 63

3.2.1 Normal reference distribution . . . . . . . . . . . . . . . . . . . . . 65

3.2.2 Gamma reference distribution . . . . . . . . . . . . . . . . . . . . . 66

3.2.3 Lognormal reference distribution . . . . . . . . . . . . . . . . . . . 66

3.2.4 Convergence of the estimators w.r.t. K . . . . . . . . . . . . . . . . 68

3.3 Application to sums of lognormals . . . . . . . . . . . . . . . . . . . . . . . 69

3.3.1 Tail asymptotics of sums of lognormals . . . . . . . . . . . . . . . . 70

3.3.2 Sums of lognormals with a normal reference distribution . . . . . . 70

3.3.3 Sums of lognormals with a gamma reference distribution . . . . . . 71

xiii



3.4 Numerical illustrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.4.1 The estimators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.A Proof of Proposition 3.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.B Computing the coefficients of the expansion {ak}k∈N0 in the gamma case . 80

4 Two numerical methods to evaluate stop-loss premiums 84

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.2 Compound distributions and risk theory . . . . . . . . . . . . . . . . . . . 87

4.2.1 Compound distributions . . . . . . . . . . . . . . . . . . . . . . . . 87

4.2.2 Risk theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.3 Orthogonal polynomial approximations . . . . . . . . . . . . . . . . . . . . 91

4.3.1 Approximating general density functions . . . . . . . . . . . . . . . 91

4.3.2 Approximating densities of positive random variables . . . . . . . . 92

4.3.3 Approximating densities of positive compound distributions . . . . 97

4.4 Laplace transform inversion approximations . . . . . . . . . . . . . . . . . 102

4.5 Numerical illustrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

4.5.1 Survival function and stop-loss premium computations . . . . . . . 104

4.5.2 Finite-time ruin probability with no initial reserve . . . . . . . . . . 108

4.5.3 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5 Rare tail approximation using asymptotics and polar coordinates 111

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.2 The polar estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

xiv



5.2.1 The general form . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.2.2 The radial approximation . . . . . . . . . . . . . . . . . . . . . . . 115

5.2.3 The angular approximation . . . . . . . . . . . . . . . . . . . . . . 117

5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.3.1 Subexponential Summands . . . . . . . . . . . . . . . . . . . . . . . 122

5.3.2 Light-tailed Weibull Summands . . . . . . . . . . . . . . . . . . . . 124

5.3.3 Dependent Summands . . . . . . . . . . . . . . . . . . . . . . . . . 125

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6 Rare maxima of random variables 131

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.2 Estimators of α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6.2.1 Proposed estimators of α . . . . . . . . . . . . . . . . . . . . . . . . 134

6.2.2 Discussion of α̂1 estimator . . . . . . . . . . . . . . . . . . . . . . . 136

6.2.3 Relation of α̂n estimators to control variates . . . . . . . . . . . . . 137

6.2.4 Combining α̂1 with importance sampling . . . . . . . . . . . . . . . 137

6.3 Estimators of βn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.3.1 Applying β̂i to estimate α . . . . . . . . . . . . . . . . . . . . . . . 141

6.4 Efficiency results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.4.1 Variance Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

6.4.2 Efficiency criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

6.4.3 Efficiency for identical marginals and dependence . . . . . . . . . . 146

6.4.4 Efficiency for the case of normal and elliptical distributions . . . . . 150

xv



6.5 Numerical experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

6.5.1 Test setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.5.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

6.6.1 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

6.A Elliptical distribution asymptotics . . . . . . . . . . . . . . . . . . . . . . . 163

6.A.1 Asymptotic properties of normal distributions . . . . . . . . . . . . 163

6.A.2 Asymptotic properties of type I elliptical distributions . . . . . . . . 164

xvi



Abbreviations and Notation

Abbreviations:

a.s. almost surely
cdf Cumulative distribution function F (x)
CMC Crude Monte Carlo
iid Independent and identically distributed
MCMC Markov Chain Monte Carlo
pdf Probability density function f(x)
pgf Probability generating function
pmf Probability mass function f(n)
resp. respectively
VaR Value-at-Risk
w.l.o.g. without loss of generality
w.r.t. with respect to

Collections of numbers:

C Complex numbers, {a+ ib : a, b ∈ R}
N+ Natural numbers, {1, 2, . . . }
N0 Natural numbers including zero, {0, 1, 2, . . . }
R Real numbers
R+ Positive real numbers, x > 0
R Extended reals, R ∪ {−∞,∞}
Z Integers, {. . . ,−2,−1, 0, 1, 2, . . . }

Fonts:

Lowercase letters Constants, e.g. a = 5, λ = 1
Uppercase Roman letters Random variables, e.g. X ∼ Normal(µ, σ2)
Boldface lowercase letters Vectors, e.g. x = (x1, x2, x3), y = (1, 0, 1)
Boldface uppercase letters∗ Random vectors, e.g. X = (X1, X2, X3)

Matrices, e.g. A, H , Σ

Sans serif font Distributions, e.g. Gamma(r,m), Poisson(λ)
Small caps Software packages, e.g. Mathematica, Matlab
Teletype font Functions in software packages, e.g. the HermiteH function
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* I have let random vectors take letters near the end of the Roman alphabet, leaving the
Greek letters and the remaining Roman letters to denote matrices.

Other notation:

<(z), =(z) Real and imaginary parts of a number, i.e., z = <(z) + i=(z)
f (n)(x) The n-th derivative of function f(x)
P(A) Probability of event A
E[X] Expectation of random variable X
Var[X] Variance of random variable X
I{A} Indicator function for event A
a.s.−−→ Convergence almost surely
D−→ Convergence in distribution
D= Equal in distribution
∼ Distributed as, e.g. X ∼ Normal(0, 1), Y ∼ fY
iid∼ Independently and identically distributed as
ind∼ Independently distributed as
∼̇ Approximately distributed as
Φ Standard normal cdf
:= Left-hand side defined as right-hand side
=: Right-hand side defined as left-hand side
Σ> Transpose of matrix Σ

Parametrisations of probability distributions:

Uniform distribution: denoted Uniform(a, b) where a, b ∈ R and a < b, has pdf

f(x) = 1
b− a

, a < x < b .

Exponential distribution: denoted Exponential(λ) where λ > 0, has pdf

f(x) = λe−λx , x > 0 .
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Gamma distribution: denoted Gamma(r,m) where r > 0 and m > 0, has pdf

f(x) = xr−1e− x
m

Γ(r)mr
, x ∈ R+ ,

where Γ is the gamma function.

Erlang distribution: denoted Erlang(n,m) = Gamma(n, 1/m) where n ∈ N+ and m > 0.

Normal distribution: denoted Normal(µ, σ2) where µ ∈ R and σ2 > 0, has pdf

f(x) = 1√
2πσ

e−
(x−µ)2

2σ2 , x ∈ R .

Lognormal distribution: denoted Lognormal(µ, σ2) where µ ∈ R and σ2 > 0, has pdf

f(x) = 1√
2πσx

e−
(log(x)−µ)2

2σ2 , x ∈ R+ .

Multivariate normal distribution: denoted Normal(µ,Σ) where µ ∈ Rd and Σ ∈ Rd,d is
positive semi-definite, has pdf

f(x) = 1√
(2π)d det(Σ)

exp
{
−1

2(x− µ)>Σ−1(x− µ)
}
, x ∈ Rd .

Multivariate lognormal distribution: denoted Lognormal(µ,Σ) where µ ∈ Rd and Σ ∈ Rd,d

is positive semi-definite, has pdf

f(x) = 1√
(2π)d det(Σ)∏d

i=1 xi
exp

{
−1

2(log(x)− µ)>Σ−1(log(x)− µ)
}
, x ∈ Rd

+ .

Dirichlet distribution: denoted Dirichlet(α) where α = (α1, . . . , αd) ∈ Rd
+, has pdf

f(θ) =
Γ
(∑d

i=1 αi
)

∏d
i=1 Γ (αi)

d∏
i=1

θαi−1
i , θ ∈ Rd

+ and θ>1 = 1 .
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Sum of lognormals distribution: denoted SumLognormal(µ,Σ) where µ ∈ Rd and Σ ∈
Rd,d is positive semi-definite. This is the distribution of S = X1 + · · · + Xd where
X ∼ Lognormal(µ,Σ). It does not have a closed-form density.

Weibull distribution: denoted Weibull(β, k) where β > 0 and k > 0, has pdf

f(x) = β(x/k)β−1e−(x/k)β , x > 0 .

This is light-tailed if β ≥ 1 and heavy-tailed if β ∈ (0, 1). We sometimes write Weibull(β)
to denote Weibull(β, 1).

Pareto distribution: denoted Pareto(a, b, θ) where a, b > 0 and θ ∈ R, has survival function

F (x) =
(
1 + x− θ

a

)−b
, x > θ .

Inverse Gaussian distribution: denoted InverseGaussian(µ, λ) where µ, λ > 0, has pdf

f(x) ∝ x−3/2e−λ(x−µ)2/(2µ2x) .

Laplace distribution: denoted Laplace(), cf. [69, 110], has pdf

f(x) = 2(2π)−d/2K(d/2)−1
(√

2x>x
) (√

1
2x
>x
)1−(d/2)

, x ∈ Rd ,

where Kn denotes the modified Bessel function of the second kind of order n.

Poisson distribution: denoted Poisson(λ) where λ ∈ R+, has pmf

f(k) = e−λλk

k! , k ∈ N0 .

Binomial distribution: denoted Binomial(n, p) where n ∈ N+, p ∈ (0, 1), and p + q = 1,
has pmf

f(k) =
(
n

k

)
pkqn−k , k = 0, 1, . . . , n .

xx



Pascal distribution: denoted Pascal(α, p) where α ∈ N+ and p ∈ (0, 1), has pmf

f(k) =
(
α + k − 1

k

)
pαqk , k ∈ N0 .

If we relax α ∈ N+ to α > 0 this is the negative binomial distribution.

xxi



Chapter 1

Introduction

“In theory there is no difference between theory and practice. In practice there is.”

Yogi Berra

1.1 A seemingly simple problem

I remember the moment when I was first confronted with the problem of sums of random
variables. I was tutoring introductory probability, and one of my students (whose full-
time job was in insurance) asked about how to find the distribution of a sum of random
variables. My response was that there were simple cases when the distribution of the sum
was known (sums of exponentials or gammas were gamma distributed, sums of normals
were normal); indeed, these kind of calculations featured prominently in the course’s
assignments. But, the student asked, what about all the other situations which didn’t fit
into these niches?

As it turns out, there are many solutions to this problem, yet none of the answers are as
simple as the original question. To be more specific about the problem, let us consider
the standard procedure for statistical inference:

1. Collect data on the system of interest
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2. Fit a statistical model to the data

3. Use the model to infer interesting quantities

4. (Optional) Perform sensitivity analysis on the inference

Steps 1 and 2 are the application of statistical techniques, and fall outside the scope of
this thesis. Step 3 involves calculating probabilities of events occurring (e.g. bankruptcy,
catastrophic climate events, physical infrastructure failure, Internet infrastructure failure),
and expectations of random variables (e.g. expected profit, expected throughput for a
communications hub, expected intensity of earthquakes or cyclones).

To summarise, practitioners are interested in evaluating P(S < γ), or E[g(S)] for some
function g, where S = X1+· · ·+Xd is the sum of d summands. When S is a compound sum,
that is, a sum of random variables where the number of summands is also random, then
the same quantities need to be estimated but with different techniques. The calculation
of P(S < γ) when γ is either very large or very small is treated as a special case, called a
rare-event problem, since it poses unique challenges; rare-event problems are relevant for
estimating the probability of Black Swan events (that is, situations which are so rare that
we have no historical record of them occurring).

The goal of this thesis is to outline how one would answer real-world questions relating
to sums of continuous random variables in an accurate and efficient way. This thesis will
use numerical analysis, Monte Carlo methods, asymptotic analysis, and limit theorems.

The research was not undertaken with the goal of being solely dedicated to computational
methods, it is simply the case that there tends to be (to a greater or lesser extent) a
computational element to each solution. One can learn a great deal about how sums
behave by performing asymptotic analysis of the relevant probabilities, expectations, and
integral transforms; an exemplary example of this is the principle of the single big jump,
to be discussed in Section 1.3.6. And since evaluating other types of distributions (like
the maximum of a random vector) present similar challenges to sums, the research was
not undertaken considering only sums. So, to misquote Voltaire, this thesis is neither
(solely) about computational methods nor (solely) about sums of random variables.

Next I will outline some examples, from insurance and finance, where sums or compound
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sums are of central importance. Then there is a background section which details the
mathematics which the later chapters will rely upon. Finally, I will end this introduction
with an outline of existing methods in the literature, and how this thesis contributes to
the field.

1.2 Applications of sums of random variables

Sums of random variables are fundamental to modeling stochastic phenomena. In finance,
risk managers need to predict the distribution of a portfolio’s future value which is the
sum of multiple assets; similarly, the distribution of the sum of an individual asset’s
returns over time is needed for valuation of some exotic (e.g. Asian) options [124, 152].
In insurance, the probability of ruin (i.e. bankruptcy) is determined by the distribution
of aggregate losses (sums of individual claims of random size) [107, 14]. Lastly, wireless
system engineers model total interference in a wireless communications network as the
sum of all interfering signals (often lognormally distributed) [73].

Example 1.1 (Asian options). A standard put option has a payoff of (XT − a)+, where
XT is the value of a stock Xt at the time of maturity T and a is a predetermined threshold.
Asian options differ in that their payoff is (X − a)+ where

X = 1
n

n∑
i=1

Xti .

Calculating the fair price of these options requires the evaluation of E[(X − a)+] which is
of the form E[g(∑n

i=1Xi)]. Glasserman [80, p. 99] writes of these, “there are no exact for-
mulas for the prices of these options, largely because the distribution of X is intractable.”

Example 1.2 (Barrier options). Another so-called exotic option is a barrier option, where
the payoff depends on a stockprice’s trajectory over a period t ∈ [0, T ]. For example, the
down-and-out option [52] payoff is I{τ > a}(XT − b} where τ = mint∈[0,T ] Xt. This is not
an example of sums of random variables, but instead relates to the maxima of random
variables, so the research in Chapter 6 is applicable.
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Example 1.3 (Modern portfolio theory). Modern portfolio theory, as first described by
Markowitz [123], considers which assets to purchase so that a portfolio has optimally high
returns with as little risk as possible. The value of a portfolio is a weighted sum

P =
n∑
i=1

xiXi

where xi describes the number of units of asset i purchased, and Xi is the random value
of the asset at a fixed future time. The original model considers X ∼ Normal(µ,Σ), and
tries to find

arg max
x

x>µ− γ

2x
>Σx .

The criticisms of this approach fall into two main categories: i) that the normal distri-
bution is an unrealistic model of asset prices, or ii) that the portfolio variance is not an
ideal measure of an investor’s risk (e.g. when the distribution of P is highly skewed).
Neither assumption can be substantially relaxed without dealing with the fact that the
distribution of the sum P is no longer tractable.

Example 1.4 (Loss distribution approach). A tool used by actuaries to control many
types of risk is the loss distribution approach (LDA) [77]. The idea is to create a proba-
bilistic model of the risk, use the model to calculate a risk measure, then use this measure
to help manage the risk. An example is operational risk (which includes losses due to,
e.g., theft and fraud), where the total loss related to this risk during a year is modeled as

L =
N∑
i=1

Xi

where N is the random number of events (cases of fraud, et cetera), and the Xi are the
associated monetary losses for each event. The LDA specifies that practitioners fit a model
for N and for the Xi, such as N ∼ Poisson(λ) and Xi

iid∼ Lognormal(µ, σ), then calculate
a risk measure such as Value-at-Risk (VaR). The VaR at level α ∈ (0, 1) is defined such
that the probability of losses exceeding the level VaR is at most 1 − α. We denote this
α-quantile as

VaRα = inf{x ≥ 0, FL(x) ≥ α}.

Depending on which regulations are applicable, the value of α is taken to be in the range
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of 0.995 to 0.9997 see [102, 76].

The LDA is not limited to modelling operational risk, and indeed elements of the ap-
proach pervade nearly all domains of risk management [124]. It has received intense
scrutiny amongst mathematicians, and one result is that the VaR has been found to be-
have incorrectly when various risks need to be aggregated (to be precise, the measure is
not a coherent risk measure). There are many alternative risk measures to choose from,
including expected shortfall

ESα = E[L | L > VaRα] ,

cf. [124] or [108].

Example 1.5 (Premiums in non-life insurance). In non-life insurance, the insurer must
set premiums high enough to ensure that the insurer’s reserves are not depleted by too
many claims. The classical model for the level of an insurer’s reserves is

R(t) = u+ ct−
N(t)∑
i=1

Ui.

where u is the initial reserves, premiums are collected continuously at rate c, N(t) is the
number of claims submitted before time t and the Ui are the claim severities. The model
is called the Cramér–Lundberg model, after the original Swedish pioneers Lundberg [121]
and Cramér [55].

Typically R(t) is used to calculate an insurer’s ruin probability, that is, the probability
that the financial reserves eventually fall below zero. Of interest are both the finite-time
ruin probability ψ(u, T ) and the infinite-time ruin probability, also called the probability
of ultimate ruin, ψ(u), which are defined as

ψ(u, T ) = P
(

inf
0≤t≤T

R(t) ≤ 0
)
,

and
ψ(u) = P

(
inf
t≥0

R(t) ≤ 0
)
.

The book by Asmussen and Albrecher [14] considers the estimation of these probabili-
ties under various models for the claim arrival process N(t) and for the claim severity
distribution.

5



Example 1.6 (Wireless systems analysis). Wireless engineers measure the quality of one
user’s wireless connection by

P(SINR < α)

where α ∈ R is a fixed threshold, and SINR is the signal to interference plus noise ratio.
If the signal’s power is denoted X0 and there are N interfering signals, each with power
X1, . . . , Xn, and background noise N0, then

SINR = X0

X1 + · · ·+Xn +N0
.

Fischione [73] and related papers take these random variables to be lognormally dis-
tributed, so that the denominator in SINR’s definition is a sum of (correlated) lognormal
random variables.

1.3 Foundational background

1.3.1 Quadrature techniques

Every quantity that a probabilist finds interesting — probabilities, expectations, vari-
ances, et cetera — is simply an integral. Quadrature methods allow us to solve numerically
complex integral problems. This section draws on Gautschi’s textbook [79] and Hegland’s
lecture notes [98].

For most integrals we break up the range of integration, such as
∫ b

a
f(x) dx =

∫ x2

x1
f(x) dx+

∫ x3

x2
f(x) dx+ · · ·+

∫ xn

xn−1
f(x) dx

for a = x1 < x2 < · · · < xn = b, and evaluate the smaller integrals separately. For now,
we consider a grid of constant step-size h > 0, so xi = x1 + (i− 1)× h.

The simplest quadrature technique approximates the integrand f(x) as a constant value
over each subinterval, and integrates the result. For example, the midpoint Riemann sum
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approximation, illustrated in Figure 1.1, is

∫ b

a
f(x) dx ≈

n−1∑
i=1

f
(
xi + xi+1

2

)
h .

×

×
× ×

× ×
× ×

1 2 3 4 5 6

1

2

3

4

5

6

7

Figure 1.1: A midpoint Riemann sum approximation.

If we replace the piece-wise constant approximation by a piece-wise linear approximation
we get a trapezoidal rule approximation. This approximation, illustrated in Figure 1.2, is

∫ b

a
f(x) dx ≈

n−1∑
i=1

f(xi) + f(xi+1)
2 h .

×

×
× ×

× ×
×

×

×

1 2 3 4 5 6

1

2

3

4

5

6

7

Figure 1.2: A trapezoidal rule approximation.

This integration scheme may seem to be too simple to ever be used, but it will appear
in Section 1.3.2 on Laplace transform inversion. Trapezoidal integration has the property
that it performs well on highly oscillatory integrands, such as integrals involving the
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complex exponential function.

The process can continue, with the approximations becoming higher order polynomials
which interpolate the integrand. For example, if we split the range of integration as

∫ b

a
f(x) dx =

∫ x3

x1
f(x) dx+

∫ x5

x3
f(x) dx+ · · ·+

∫ xn

xn−2
f(x) dx ,

then we can approximately integrate
∫ x3
x1
f(x) dx by fitting a quadratic to the triplet

{(
x1, f(x1)

)
,
(
x2, f(x2)

)
,
(
x3, f(x3)

)}
and integrating the resulting fit. This is called a Simpson’s rule approximation, and is
illustrated in Figure 1.3.

×

×
× ×

× ×
×

×

×

1 2 3 4 5 6

1

2

3

4

5

6

7

Figure 1.3: A Simpson rule approximation.

The Newton–Cotes method is the general case of this polynomial approximation. Before
elaborating, let us rewrite the problem to be the evaluation of

∫ b
a f(x)w(x) dx where w(x)

is called a weight function. The Newton–Cotes method approximates this integral as
∫ b

a
f(x)w(x) dx ≈

∫ b

a
pn−1(f ;x1, . . . , xn;x)w(x) dx (1.1)

where pn−1(f ;x1, . . . , xn;x) is the unique polynomial of degree n − 1 which interpolates
f on the points {x1, . . . , xn} evaluated at the point x. This interpolating polynomial,
written in Lagrangian form, is

pn−1(f ;x1, . . . , xn;x) =
n∑
k=1

f(xk)`k(x) , where `k(x) =
n∏

i=1,i 6=k

x− xi
xk − xi

.
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The approximating integral can be written as

∫ b

a
pn−1(f ;x1, . . . , xn;x)w(x) dx =

n∑
k=1

wkf(xk) ,

where
wk =

∫ b

a
`k(x)w(x) dx for k = 1, . . . , n . (1.2)

For many common choices of weight function w(x) (e.g. w(x) = e−x2) and evaluation
points {x1, . . . , xn} (e.g. the constant step-size grid over [−1, 1], xi = −1 + 2 i−1

n−1) these
constants wk are available in the literature or in software packages.

For an arbitrary choice of {x1, . . . , xn}, the Newton–Cotes method has a surprising guar-
antee, which is that it will be exact when f is a polynomial of degree n − 1 or less.
This is because the polynomial approximation of f is just the original function f , i.e.
pn−1(f ;x1, . . . , xn;x) = f(x), so the ≈ becomes = in (1.1). The name for this property
is that the Newton–Cotes method with n points has degree of exactness n − 1, and the
natural next question is, can we achieve a greater degree of exactness than n−1 with just
n points?

We cannot achieve this. Specifically, we cannot do so by letting {x1, . . . , xn} be an arbi-
trary choice. If we consider the form of the approximation

∫ b

a
f(x)w(x) dx ≈

n∑
i=1

wif(xi) , (1.3)

we can see that there are 2n free variables (the xi and the wi) and only by choosing all
2n correctly we can achieve a degree of exactness of 2n− 1. The resulting approximation
is called a Gaussian quadrature, and its construction is based on the following theorem.
First, we define the node polynomial to be

ωn(x) =
n∏
k=1

(x− xk) . (1.4)

Theorem 1.7. The approximation (1.3) will have degree of exactness of 2n− 1 iff:

1. the wk are given by (1.2),
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2. and the node polynomial ωn(x) satisfies, for every polynomial q of order ≤ n− 1,

∫ b

a
q(x)ωn(x)w(x) dx = 0 . (1.5)

Proof. We only prove the ⇐ direction. For the full proof (which the following is based
on), see Theorem 3.2.1. of [79].

We wish to show that, for f which is a polynomial of degree 2n− 1 or less,

∫ b

a
f(x)w(x) dx =

n∑
i=1

wif(xi) .

Divide f by ωn, so
f(x) = q(x)ωn(x) + r(x) (1.6)

where the quotient q and the remainder r are polynomials of order ≤ n− 1, so
∫ b

a
f(x)w(x) dx =

∫ b

a
q(x)ωn(x)w(x) dx+

∫ b

a
r(x)w(x) dx .

The first integral on the right-hand side is zero by (1.5), and since r is of order ≤ n− 1,
we know its n-point Newton–Cotes approximation is exact, i.e.

∫ b

a
r(x)w(x) dx =

n∑
i=1

wir(xi) ,

so rearranging (1.6) gives

∫ b

a
f(x)w(x) dx =

n∑
i=1

wir(xi) =
n∑
i=1

wi[f(xi)− q(xk)ωn(xk)] =
n∑
i=1

wif(xi) .

Finding the precise {x1, . . . , xn} which satisfy the requirements of Theorem 1.7 is easier
than it seems. Equation (1.4) shows us that we just need to set {x1, . . . , xn} to be the zeros
of the node polynomial, and the second condition (1.5) tells us that the node polynomial
ωn(x) is the n-th orthogonal polynomial with respect to the weight function w(x) over
[a, b].
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So, the procedure for Gaussian quadrature is to find the n-th orthogonal polynomial for
the given weight function w(x) and range of integration [a, b] (either by looking in the
literature or by Gram–Schmidt orthogonalisation), set {x1, . . . , xn} to be zeros of this
polynomial, and set the wk by (1.2).

There is a large literature on quadrature (cf. [79] and references), however these algorithms
are subject to the ominously-named curse of dimensionality. This phrase refers to the
fact that, when trying to achieve some fixed accuracy using the approximation

E[g(X)] ≈
n∑
i=1

wig(xi)fX(xi) ,

the number of evaluation points n required increases exponentially in the dimension d.
Thus, the rule of thumb is to use quadrature with caution for d in the range of about 1–5,
and consider other approaches for larger d (unless the integrand is particularly smooth).

1.3.2 Laplace transform inversion

To discuss Laplace transform inversion, we must first define the Laplace transform.

Definition 1.8. For a function f : R+ → R+, we define

L {f}(t) :=
∫ ∞

0
e−txf(x) dx , for t ∈ C with <(t) ≥ 0 ,

to be the corresponding Laplace transform. For a positive random variable X with prob-
ability density function (pdf) fX , we write LX(t) := L {fX}(t) = E[e−tX ]. �

Some useful relations for Laplace transforms include, for t > 0

L {FX}(t) = L {fX}(t)
t

= LX(t)
t

, and

L {F X}(t) = 1
t
−L {FX(x)}(t) = 1−LX(t)

t
.

A function f can be recovered from its Laplace transform by a standard Bromwich integral.
We assume f : R+ → R+, is a measurable function with locally bounded variation. To
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define the Bromwich integral, first select a γ > 0 then

f(x) = 2eγx
π

∫ ∞
0

cos(xs)< [L {f}(γ + is)] ds.

We apply a basic quadrature rule to the Bromwich integral by first discretizing the integral
and then truncating the resulting infinite sum. In both steps, we follow the steps of Abate
and Whitt [2].

Discretisation

We will use a semi-infinite trapezoidal rule, despite the apparent simplicity of the method.
With a grid size h > 0, this discretisation yields

f(x) ≈ fdisc(x) := 2eγx
π
· h
{

1
2L {f}(γ) +

∞∑
j=1

cos(x · hj)< [L {f}(γ + ihj)]
}
,

since < [L {f}(γ)] = L {f}(γ). We simplify this by choosing h = π/(2x) and γ = a/(2x)
for an a > 0, achieving

fdisc(x) = ea/2
2x L {f}

(
a

2x

)
+ ea/2

x

∞∑
k=1

(−1)k<
[
L {f}

(
a+ 2πik

2x

)]
. (1.7)

From Theorem 5.5.1 of [149] we have that the discretisation error (also called sampling
error) is simply

fdisc(x)− f(x) =
∞∑
k=1

e−akf [(2k + 1)x] . (1.8)

In particular, if 0 ≤ f(x) ≤ 1, then

fdisc(x)− f(x) ≤ e−a
1− e−a . (1.9)

There are no absolute value signs here — the discretisation introduces a systematic over-
estimate of the true value. Also, (1.8) implies a should be as large as possible (limited
eventually by finite-precision computation). The benefit of knowing this result is slightly
offset by the requirement that h and γ now be functions of x rather than constants.
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Truncation

Due to the infinite series, the expression in (1.7) cannot be directly computed, thus it has
to be truncated. The arbitrary-seeming choice of h and γ in Section 1.3.2 not only allows
for calculation of the discretisation error, but also benefits the truncation step. This is
because the sum in (1.7) is (nearly) of alternating sign, and thus Euler series acceleration
can be applied to decrease the truncation error. Define for ` = 1, 2, . . .

s`(x) := ea/2
2x L {f}

(
a

2x

)
+ ea/2

x

∑̀
k=1

(−1)k<
[
L {f}

(
a+ 2πik

2x

)]
.

Then, for some positive integers M1 and M2,

f(x) ≈ fdisc(x) ≈ fapprox(x) :=
M1∑
k=0

(
M1

k

)
2−M1sM2+k(x) . (1.10)

1.3.3 Orthogonal polynomials

We begin by a discussion of orthogonality of functions and generalised Fourier series
expansions. This exposition draws on [160] and [79]. Firstly, we will define some vector
space notation for a space over R with respect to a weight function w : R→ R+. For the
purposes of this thesis, we have that w is a pdf, i.e.

∫
Rw(x) dx = 1.

Definition 1.9. We define the weighted inner product of functions f and g to be

〈f, g〉w :=
∫
R
f(x)g(x)w(x) dx

and say that a function’s weighted 2-norm is

‖f‖w :=
√
〈f, f〉w .

This defines a vector space we denote L2(R, w(x) dx), where f ∈ L2(R, w(x) dx) means
that ‖f‖w <∞.

Definition 1.10. We say the functions f1, . . . fn ∈ L2(R, w(x) dx) are linearly indepen-
dent if an affine combination of the functions is zero only if all coefficients are zero,
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i.e.
n∑
i=1

cifi ≡ 0⇒ c1 = · · · = cn = 0 .

Definition 1.11. We say a set of functions φ1, . . . φn ∈ L2(R, w(x) dx) are orthogonal if

〈φi, φj〉w =
∫
R
φi(x)φj(x)w(x) dx =

0 i 6= j

ci i = j
. (1.11)

If the ci are all equal to 1, then we say the functions are orthonormal. If not, one can
construct normalised versions of them, φi(x) = φi(x)/‖φi‖w, which are orthonormal.

Any set of linearly independent functions can be used to construct a set of orthogonal
functions (and hence a set of orthonormal functions), a process which is called orthogo-
nalisation. Algorithm 1 shows the well-known Gram–Schmidt procedure for orthogonali-
sation.

Algorithm 1 Gram–Schmidt orthogonalisation
1: function Gram–Schmidt(f1,. . . ,fn, w)
2: for i← 0, . . . , n do
3: φi ← fi
4: for j = 0, . . . , i− 1 do
5: φi ← φi − 〈fi, φj〉wφj
6: end for
7: φi ← φi/‖φi‖w
8: end for
9: return {φ0, . . . , φn}

10: end function

Definition 1.12. Given a family of orthonormal functions φ0, φ1, · · · ∈ L2(R, w(x) dx),
and some real function f , we define the generalised Fourier expansion of f to be ∑∞i=0 fiφi(x)
where the Fourier coefficients are fi = 〈f, φi〉w.

The following theorem (adapted from Theorem 2.1.2 of [160]) considers how Fourier ex-
pansions perform as function approximations:

Theorem 1.13. Given f ∈ L2(R, w(x) dx) and the orthonormal functions φ0, . . . , φn,
consider all functions of the form gn(x) = ∑n

i=0 ciφi(x). The specific gn which minimises
‖f − gn‖w, equivalently which minimises ‖f − gn‖2

w, is g∗n = ∑n
i=0 fiφi = ∑n

i=0〈f, φi〉wφi.
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Proof. We minimise the error by setting the derivative to zero; the resulting stationary
point will be the unique minimiser of the error since it is of quadratic form. The error is

‖f − gn‖2
w = 〈f − gn, f − gn〉w = ‖f‖2

w − 2〈f, gn〉w + ‖gn‖2
w

= ‖f‖2
w − 2

∫
R
f(x)[

n∑
i=0

ciφi(x)]w(x) dx+
∫
R

n∑
i,j=0

cicjφi(x)φj(x)w(x) dx .

Taking derivatives inside the integrals yields

d‖f − gn‖2
w

dck
=
∫
R

n∑
i=0

2ciφi(x)φk(x)w(x) dx− 2
∫
R
f(x)φk(x)w(x) dx

= 2
[ n∑
i=0

ci〈φi, φk〉w − 〈f, φk〉w
]

= 2
[
ck − 〈f, φk〉w

]

where the last equality follows from the orthonormality of the φi. Setting each derivate
to zero, d

dck
‖f − gn‖2

w ≡ 0, yields the stated minimiser as ck = 〈f, φk〉w.

This theorem motivates using approximations of the form g∗n(x) := ∑n
i=0〈f, φi〉wφi(x).

The error for the g∗n approximation is

‖f −
n∑
i=1

fiφi‖2
w =

∫
R
f(x)2w(x) dx−

n∑
i=1

f 2
i = ‖f‖2

w −
n∑
i=1

f 2
i .

From this, we can see that increasing n will not increase the error, so the sequence of
non-negative errors

‖f − g∗1‖2
w ≥ ‖f − g∗2‖2

w ≥ ‖f − g∗3‖2
w ≥ . . .

must converge to a limiting value. It is desirable for this limit to be 0.

Definition 1.14. If for every f ∈ L2(R, w(x) dx), with g∗n = ∑n
i=1〈f, φi〉wφi, we satisfy

‖f − g∗n‖2
w → 0 as n→∞, we say that the orthonormal sequence {φi}i∈N0 is complete in

L2(R, w(x) dx).

When we work with a complete orthonormal sequence {φi}i∈N0 , then for any function
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f ∈ L2(R, w(x) dx) and ε > 0, we can find an N so that

‖f − g∗N‖2
w ≤ ε .

We return to the question of completeness after first specifying the orthonormal sequences
we will use.

Now, consider the case where the orthonormal sequence {φi}i∈N0 are polynomials.

Definition 1.15. We say {pk}k∈N0 are the orthonormal polynomials for L2(R, w(x) dx)
if: i) pk is a polynomial of order k, and ii) the polynomials are orthonormal as per
Definition 1.11.

These can be constructed from the sequence 1, x, x2, . . . of monomials. The monomials
are linearly independent for all choices of w, so one can orthogonalise them by using the
iterative Gram–Schmidt outlined in Algorithm 1.

Alternatively, there exists a somewhat complicated direct method for constructing them.
We denote the moments of the weight pdf as mi =

∫
R x

iw(x) dx, and construct Hankel
matrices of them as

Hn =



m0 m1 m2 · · · mn

m1 m2 m3 · · · mn+1
...

mn−1 mn mn+1 · · · m2n−1

mn mn+1 mn+2 · · · m2n


, n ∈ N+ .

Lastly, if we denote H̃n(x) to be the Hankel matrix Hn where the last row is replaced by
(1, x, x2, . . . , xn), we can write

pn(x) = 1√
det(Hn−1) det(Hn)

det(H̃n(x)) , n ∈ N+ . (1.12)

For more details, see [160, pp. 26–27]. This method is performed in Appendix 3.A to
describe the orthonormal polynomials w.r.t. the pdf of a lognormal distribution.

For orthonormal polynomial systems, there is a simple condition on the weight function
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w which implies completeness:

Proposition 1.16. If there exists an α > 0 such that
∫
R

eα|x|w(x) dx <∞ ,

then the orthonormal polynomials {pk}k∈N0 are complete in L2(R, w(x) dx).

See [161, p. 333] for the proof.

1.3.4 Monte Carlo techniques

When analytic integration and quadrature both fail, we can attempt Monte Carlo inte-
gration (MCI). Say we want to estimate ` = E[g(X)]. If we can sample values R ∈ N+

independent and identically distributed (iid) vectors from the distribution fX , denoted
X [r] iid∼ fX , then we have the crude Monte Carlo (CMC) estimator

̂̀
CMC = 1

R

R∑
r=1

g(X [r]) . (1.13)

The estimator is unbiased, meaning E[ ̂̀CMC] = `, and by the law of large numbers we
know ̂̀

CMC
a.s.−−→ ` as R→∞.

When σ2 := Var[g(X)] <∞, the central limit theorem applies, so

√
R ̂̀

CMC
D−→ Normal(`, σ2) as R→∞ . (1.14)

If we choose R to be large, then we can say
√
R( ̂̀CMC− `)/σ ∼̇ Normal(0, 1) and generate

approximate confidence intervals at significant level α ∈ (0, 1),

P
(
`− q1−α/2

σ√
R
≤ ̂̀

CMC ≤ `+ q1−α/2
σ√
R

)
≈ 1− α . (1.15)

To actually evaluate this, we substitute the standard estimate σ̂ for σ,

σ̂2 = 1
R− 1

R∑
r=1

(g(X [r])− ̂̀
CMC)2 . (1.16)
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Alternatively, we could use bootstrapping to produce approximate confidence intervals
without assuming that the asymptotic normality of ̂̀CMC has already kicked in.

Considering these confidence intervals, we can see this method allows us to escape the
event-horizon of the curse of dimensionality. Increasing the accuracy of the estimator by 1
significant figure (for a fixed significance level α) corresponds to increasing R by a factor
of 100, since (1.14) tells us the error is of order O(R−1/2). The amazing conclusion is
that this factor of 100 is unaffected by the dimension d of the integral ` which is being
approximated.

What is also amazing is that increasing R by 100, which is equivalent to increasing the
computational burden by 100, is an enormous cost to pay for a paltry significant figure
of accuracy. We return to this problem later when we discuss quasi-Monte Carlo.

Next, we consider the common algorithms for generating random variables from a specified
distribution, then consider variance reduction techniques which can greatly improve the
efficiency of the Monte Carlo method.

Sampling uniforms

Sampling from any probability distribution relies upon a sequence of random numbers
from the Uniform(0, 1) distribution. Typically, we do not use truly random numbers, but
pseudorandom numbers which mimic the behaviour of uniform random variables. This
means that the n-th pseudorandom number un is a deterministic function of the previous
un−1; cf. Chapter 1 of [111] for more on pseudorandom number generation, and the famous
generator called the Mersenne twister.

Inverse transform method

Say that we want to generate X [r] iid∼ fX , we can set

X [r] = FX(U [r]) where U [r] iid∼ Uniform(0, 1) ,

18



where FX(u) is the (quasi-)inverse FX(u) := inf{x : FX(x) ≥ u} for 0 ≤ u ≤ 1. How
can we evaluate FX? It is sometimes known analytically, the canonical example being
X ∼ Exponential(λ), so FX(x) = 1− e−λx, and hence F (u) = − log(1− u)/λ.

In most other cases, we need to perform a root-finding step, for example using the Newton–
Raphson method, to invert FX approximately. If we cannot even (analytically) integrate
the pdf fX to find the cdf FX , then this method is almost hopeless. Similarly, if we only
know fX up to a constant of proportionality, or if we want to simulate d > 1 dimensions,
then we must turn to other methods.

One useful aspect of the inverse transform method is that it allows one to simulate X
conditional on X > γ, by

X [r] = FX(Ũ [r]) where Ũ [r] iid∼ Uniform(FX(γ), 1) .

As γ becomes very large (P(X > γ) becomes very small), then we are evaluating FX near
one. This can lead to numerical instability, so care must be taken that this technique
does not return X [r] =∞ or X [r] = NaN.

Acceptance–rejection

Assume we have a distribution fY , called the proposal distribution, and a C > 0 such that

fX(x) ≤ CfY (x) ∀x ∈ R . (1.17)

If we can sample from the proposal distribution, then we can sample fX by Algorithm 2.

Algorithm 2 Acceptance–rejection
1: function Acceptance–rejection(fX , fY , C)
2: while True do
3: Y ∼ fY , U ∼ Uniform(0, 1)
4: if U ≤ fX(Y )/CfY (Y ) then
5: return Y
6: end if
7: end while
8: end function
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Acceptance–rejection is quite general, as it works if fX(x) is substituted for f̃X(x) ∝ fX(x)
in (1.17) and Algorithm 2. Figure 1.4 illustrates an example of this.

0 2 4 6 8 10 12
0

1

2

3

4

Figure 1.4: Acceptance–rejection sampling from f̃X(x) = 2+sin(x) for x ∈ [0, 4π] using the
proposal distribution Uniform[0, 4π], C = 16π, and sampling R = 100 random variables.

This efficiency of acceptance–rejection depends heavily upon the constant C. If we use fX
and not f̃X above (i.e. we know the normalising constant of the desired distribution) then
C can be easily interpreted. That is, the expected number of samples from fY needed to
accept one sample from fX is 1/C. So the optimal value of C is 1; then, we never generate
proposal samples which are wastefully discarded.

Determining C can be laboriously done by hand, or it can be the result of a root-finding
algorithm. Extending to d > 1 dimensions is possible, but the determination of C becomes
even more difficult.

Markov chain Monte Carlo

The most general, and most complicated, form of sampling is Markov chain Monte Carlo
(MCMC). While the algorithms listed above sample exactly from the desired target dis-
tribution fX , MCMC samples will only be approximately from this distribution. Further-
more, the samples produced will not be independent and will not be identically distributed.
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The main idea is to construct a Markov chain, {Xn}n∈N0 , which has a stationary dis-
tribution which is equal to the target distribution fX , then the LLN and the CLT both
apply to the sequence 1

j

∑j
i=0 g(Xj). We will skip the Markov chain details as they are

not relevant to this thesis, cf. [125], or for a general treatment on MCMC see any detailed
textbook on Monte Carlo such as [15, 80, 111].

The crucial step is to provide a transition kernel q(x ↪→ y), which for every fixed x in the
support of fX is a pdf in y, i.e. q(x ↪→ · ) ≥ 0, and

∫
R q(x ↪→ y) dy = 1. Also, we need to

be able to simulate from q(x ↪→ · ). If this is satisfied, then sampling becomes a sequence
of Metropolis–Hasting steps:

Algorithm 3 Markov chain Monte Carlo
1: function MCMC(fX , R, q, X0)
2: for r = 1 to R do
3: X∗r ∼ q(Xr−1 ↪→ · )
4: U ∼ Uniform(0, 1)
5: if U ≤ [fX(X∗r )q(X∗r ↪→ Xr−1)]/[fX(Xr−1)q(Xr−1 ↪→ X∗r )] then
6: Xr ← X∗r
7: else
8: Xr ← Xr−1
9: end if

10: end for
11: return (X1, . . . , XR)
12: end function

Sampling from a complicated distribution using MCMC can be more of an art than a
science. The MCMC practitioner’s toolbox includes a vast array of tricks: to assess
whether the Markov chain has reached stationarity (often the samples from the start of
the chain, called the burn in period, are discarded), to see the effective number of samples
(which is ≤ R, considering that many samples will be duplicated), to choose the arbitrary
starting point(s) X0 (it is common to run many chains from multiple starting points).

As alluded to earlier, the most important choice for the MCMC practitioner is to set the
transition kernel. Being supplied Algorithm 3 without a specific transition kernel, is like
being given a car without an engine. The MCMC literature supplies a baffling array of
kernel options, each with varying degrees of hyperparameters which may need tuning.
Modern MCMC research and software tools have thankfully moved in the direction of
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automatically choosing a good transition kernel, either by allowing the transition kernel
to adapt to the target function fX while MCMC is in progress (called adaptive methods),
or by using a technique called Hamiltonian MCMC.

MCMC is increasingly the only possible option for evaluating high-dimensional compli-
cated integrals, especially if they are fit into the framework of Bayesian statistics. Yet if
of the other integration techniques mentioned in this chapter were able to be used instead
of MCMC, then they almost certainly should be used. In this sense, MCMC is the worst
form of integration, except for all the others.

Common random numbers

We now turn to the problem of variance reduction. Consider the case where we have a
Monte Carlo estimator f̂ of a pdf f , and we wish to estimate this density at many points,
f̂(x1) ≈ f(x1), . . . , f̂(xn) ≈ f(xn). In this case, we can treat each problem separately,
using R random variables to construct an estimator f̂(x1) then another R random vari-
ables to construct f̂(x2), and so on. Alternatively, we can generate R random variables
and share these between all n estimation problems. This is called using common random
numbers (CRN).

This produces a smoothing effect, illustrated by Figure 1.5 where the pdf of the sum of
thirty iid Gamma(3, 2) random variables is estimated with and without CRN using the
Monte Carlo estimator in [113].1 While using CRN creates a more realistic result for
miniminal effort, the effect diminishes as R becomes larger.

1This is a toy problem as the sum is Erlang distributed.
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Figure 1.5: Estimating a pdf with and without CRN, for R = 10, 102, 103, 104 resp.

Importance sampling

One of the most useful variance reduction techniques follows from the old trick of multi-
plying by one. The expectation being evaluated, as an integral, is

` = E[g(X)] =
∫
R
g(x)fX(x) dx =

∫
R
g(x)fX(x)fY (x)

fY (x) dx = E[g(Y )fX(Y )
fY (Y ) ]

where X ∼ fX and Y ∼ fY , and so the importance sampling (IS) Monte Carlo estimator
is ̂̀

IS = 1
R

R∑
r=1

g(Y [r])fX(Y [r])
fY (Y [r]) , for Y [r] iid∼ fY .

This approach holds so long as there are x where fY (x) = 0 but fX(x) > 0, or in
words, the support of Y includes the support of X (the jargon for this is that fX is
absolutely continuous w.r.t. fY ). The pdf fY is called the proposal density, and the
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fraction fX(Y )/fY (Y ) is called the likelihood ratio (or the Radon–Nikodým derivative)
and can be seen as correcting for the fact that we have changed the distribution which
we are sampling from.

It is slightly misleading to call this technique a variance reduction algorithm, since with a
poor choice of proposal pdf we can easily create estimators with more variance than CMC.
Yet for a well-chosen density, the variance reduction can be many orders of magnitude.

A well-known fact of importance sampling for estimating ` = P(X < x) is that

fY (x) = I{X < x}
P(X < x)fX(x)

is the proposal density which minimises the variance of ̂̀IS. It is easy to see that this
proposal yields an unbiased estimator (all IS estimators are unbiased) which has zero
variance!

̂̀
IS = 1

R

R∑
r=1

I{Y [r] < x} fX(Y [r])
I{Y [r]<x}
P(X<x) fX(Y [r])

= 1
R

R∑
r=1

P(X < x) = ` .

Obviously the result is without immediate practical value, since to create this proposal
density we need to normalise by the unknown probability which is being estimated in the
first place. However, it does provide the intuition for selecting proposal densities: choose
proposals which increases the probability of interesting events.

If the problem is to estimate ` = P(X > γ) for a large γ, then proposals should be taken
which increase the probability of large samples. One scheme, called exponential tilting (or
twisting), is frequently used, in which

fY (x) = eθx
E[eθX ]fX(x) (1.18)

where θ is a positive constant (it can be negative if we wish to induce more small samples).
The optimal choice of θ can be calculated, and it is the value which satisfies E[Y ] = γ.

Exponential tilting (with a positive θ) is only applicable when the original distribution
fX has a well-defined moment generating function (otherwise E[eθX ] = ∞). A similar
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technique which can be employed (if X is a positive random variable) in this scenario is
hazard rate twisting,

fY (x) = (1− θ)fX(x)eθΛX(x)

in which ΛX(x) =
∫ x

0 λX(x) dx where λX is the hazard rate of X, i.e., the ratio of its pdf
to its survival function [106].

One limitation for any IS scheme is that the proposal density must be chosen to reduce
variance, but must also allow us to simulate from it. Luckily there are many cases where
the exponentially-tilted pdf describes a distribution within the same family as the original
pdf (this is true for distributions in the natural exponential family, including the normal,
gamma, Poisson and Weibull distributions), and so the difficulty in simulation is not
increased over CMC.

Conditional Monte Carlo

Sometimes we can introduce extra theoretical knowledge to a Monte Carlo problem to
decrease the variance. This is the main idea of conditional Monte Carlo, in which we
simplify certain problems by using properties of conditional probability. This is easiest
seen with an example: say we wish to estimate ` = P(X1 + X2 > γ), then the CMC
estimator is ̂̀

CMC = 1
R

R∑
r=1

I{X [r]
1 +X

[r]
2 > γ} , (X1, X2) iid∼ FX .

Yet we also know that P(X1 +X2 > γ | X2 = x2) = P(X1 > γ−x2) = F X1(γ−x2), which
motivates a conditional MC estimator

̂̀
Cond = 1

R

R∑
r=1

F X1(γ −X [r]
2 ) , X2

iid∼ FX2 .

An advantage of conditional MC is that the variance will either decrease or stay the
same relative to the CMC estimator. This technique can achieve a remarkable variance
reduction, as exemplified by the Asmussen–Kroese estimator [21]; also, see [13] for a recent
review of conditional MC for sums of random variables.
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Quasi-Monte Carlo

The main ingredient of CMC is randomness, and though we know that on average CMC’s
results are accurate, we can simply be unlucky and see an estimation which is very innac-
curate. How does this happen, if for example, we are trying to estimate ` =

∫
[0,1]d f(u) du

by ̂̀= 1
R

∑R
r=1 f(U [r]) for U [r] iid∼ Uniform([0, 1]d)? It can occur if the U [r] cluster together,

and the integrand’s behaviour is not fully considered over its range [0, 1]d. This leads to
the question, can we constrain the U [r] so that they do not overly cluster together?

This reasoning leads us to quasi-Monte Carlo (QMC), where random (U [1], . . . ,U [R])
sampling points are replaced by deterministic (u1, . . . ,uR) which are designed to be evenly
spread across the d-dimensional hypercube. Figure 1.6 shows scatterplots of 2 dimensional
uniform points and from a QMC low-discrepency sequence called Sobol’s sequence.
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Figure 1.6: Scatterplot of R = 1024 iid two-dimensional Uniform(0, 1) random variables,
and 1024 points of the two-dimensional Sobol sequence resp.

Designing and analysing new QMC schemes is a field of ongoing research, with a large
active community. An allure of QMC is that there are bounds on the integration error,
e.g. for a smooth integrand f the Koksma–Hlawka inequality [15, 62, 80] is

∣∣∣∣∫
[0,1]d

f(u) du− 1
R

R∑
r=1

f(ur)
∣∣∣∣ ≤ V (f)D∗(u1, . . . ,uR)

where V (f) is the Hardy–Krause variation, and D∗ is the star discrepency (u1, . . . ,uR).
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As D∗(u1, . . . ,uR) = O((logR)d/R) = O(R−(1−ε)) for all ε > 0, we can see that QMC
techniques offer an error which can be close to O(R−1). The comparable CMC error
guarantee, arrived at by we rearranging the approximate confidence intervals result in
(1.15) is ∣∣∣∣∫

[0,1]d
f(u) du− 1

R

R∑
r=1

f(U [r])
∣∣∣∣ ≤ q1−α/2

σ√
R

with probability 1− α. While the two statements are not directly comparable (the CMC
claim is a probabilistic bound), it seems that for R large enough QMC allows us to break
out of unimpressive O(R−1/2) rate up to something approaching O(R−1), if the dimension
of the problem is not too high.

Rare events

One common problem in financial and insurance applications is estimating the likelihood
of rare events (e.g. market crashes, or extreme climate events). In this context, using
CMC can be difficult. For example, let us say that we want to estimate `(γ) = P(X > γ)
with ̂̀

CMC = 1
R

R∑
r=1

I{X [r] > γ)} where X [r] iid∼ fX . (1.19)

If the true probability is `(γ) = 10−10, and we set R = 106 then about 99.99% of the time
we simply get the estimate ̂̀CMC = 0. Since every indicator function returned 0, then the
variance estimate for ̂̀CMC is also 0, and hence the confidence intervals are also [0, 0].

A simple solution to this problem is to employ importance sampling, though this can lead
to likelihood degeneration for large enough γ. More complicated iterative methods can be
employed, such as the cross-entropy method [57], or multi-level splitting [81, 82, 42]. These
methods are similar to MCMC in that they require great care in choosing parameters
and can significantly increase the computing time necessary to allow for the increased
generality. For more details, see [150] or [111].

Given an IS estimator, we can categorise its rare-event performance into different cate-
gories.
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Definition 1.17. An estimator p̂γ of some rare probability pγ which satisfies ∀ε > 0

lim sup
γ→∞

Var p̂γ
p2−ε
γ

= 0 lim sup
γ→∞

Var p̂γ
p2
γ

<∞ lim sup
γ→∞

Var p̂γ
p2
γ

= 0

has logarithmic efficiency, bounded relative error, or vanishing relative error respectively.
These are in increasing order of strength, that is,

Vanishing relative error ⇒ Bounded relative error ⇒ Logarithmic efficiency .

These allow us to compare two competing methods on their theoretical properties. Of
course, just as the seemingly inefficient O(n2) quicksort algorithm is usually faster than
the O(n log n) mergesort algorithm, the fact that an estimator satisfies vanishing relative
error does not always translate into better variance reduction.

1.3.5 Dependence and copulas

A theme of modern probability research, and of this thesis, is to relax the independence
assumptions which constrict older models. Copulas allow us to analyse just the depen-
dence structure of a random vector, without considerations of the marginal distributions.
A copula is a joint cdf for a random vector of Uniform(0, 1) random variables. Sklar’s the-
orem which is shown below (adapted from [134]) is the foundational result which shows
the generality of copulas.

Theorem 1.18 (Sklar’s theorem). Consider a random vector X = (X1, X2) which has
the joint cdf FX and marginal cdfs FX1 and FX2. We can write

FX(x1, x2) = C(FX1(x1), FX2(x2)) (1.21)

where C is a copula, and if FX1 and FX2 are both continuous then C is unique. Conversely,
if C is a copula, and FX1 and FX2 are cdfs, then the function C(FX1( · ), FX2( · )) is a joint
cdf with marginals FX1 and FX2.
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The definition (1.21) can be extended to any number of dimensions, and the definition
can be reversed to get

C(u1, . . . , ud) = P(X1 ≤ FX1(u1), . . . , Xd ≤ FXd(ud)) . (1.22)

Also, taking derivatives of (1.21) allows us to write

fX(x) =
d∏
i=1

fXi(xi)× c(F1(x1), . . . , Fd(xd))

where c is the copula density,

c(u1, . . . , ud) = dd
du1 . . . dud

= C(u1, . . . , ud) .

In general, the copula density can be difficult to calculate.

The relation (1.22) is useful for extracting the copula given a random vector FX , for
example, we can define the Gaussian copula to be

C(u1, . . . , ud) = P(Φ(X1) ≤ u1, . . . ,Φ(Xd) ≤ ud) where X ∼ Normal(0,Σ) .

Similarly, the t-copula can be extracted from a multivariate t-distribution. McNeil et al.
[124] call these copulas, which are determined by well-known multivariate distributions,
implicit copulas.

As the implicit copulas do not allow for a great variety of dependence behaviours, it is
useful to consider another class of copulas well the Archimidean copulas. We say X’s
dependence structure is given by an Archimedean copula with generator ψ if its cdf is

C(u1, . . . , ud) = φ
( d∑
i=1

ψ(ui)
)

where φ := ψ[−1] is the (pseudo-)inverse of ψ, defined as

ψ[−1](t) =

ψ(t) 0 ≤ t ≤ ψ(0)

0 ψ(0) ≤ t ≤ ∞
.

29



These copulas are exchangeable, i.e. C(u1, u2) = C(u2, u1), and have the property that
if X’s dependence is specified by the generator ψ, then X−i is also specified by this
generator (we have closure of dependence structure under variable subsets). One useful
property is that the Archimedean copula density can be written somewhat explicitly as

c(u1, . . . , ud) = φ(d)
[ d∑
i=1

ψ(ui)
] d∏
i=1

ψ′(ui) .

One general problem when using copulas is that any arbitrary copula may be difficult
to simulate from. As many software packages currently have limited or no support for
copulas, users must write their own code for simulating them If we can simulate from the
copula, then simulating any vector with this dependence structure is simply done by

X = (F1 (U1), . . . , Fd (Ud)) , where U ∼ C( · ) .

The standard approach for copula simulation, the conditional distribution method, dictates
that we use the inverse transform method on the conditional distributions:

U1 ∼ Uniform(0, 1) , U2 ∼ C ( · | U1) , . . . , Ud ∼ C ( · | U1, . . . , Ud−1) ,

where C ( · | u1, . . . , ui−1) is the inverse of P(Ui = · | U1 = u1, . . . , Ui−1 = ui−1). For
Archimedean copulas this has the somewhat formidable form (cf. Cambou et [41])

C (ui | u1, . . . , ui−1 = φ
{
φ(i−1)

[
uiφ

(i−1)
(i−1∑
j=1

ψ(ui)
)]
− φ(i−1)

(i−1∑
j=1

ψ(ui)
)}

.

For Archimedean copulas, there is an alternative approach which uses the Marshall–Olkin
form of the copula. That is, if we can write the generator inverse as φ(s) = E[e−sZ ] for
some positive random variable Z with cdf FZ , then an X with this dependence structure
can be simulated via

X =
(
F−1
X1

(
φ
(E1

Z

))
, . . . , F−1

Xn

(
φ
(En
Z

)))
, Ei

iid∼ Exponential(1), Z ∼ FZ .

This form is utilised in Asmussen [13], [113], and in Chapter 5 below.
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Nelsen [134] and Joe [104] are the common references on copulas, though I would recom-
mend McNeil et al. [124] especially for the application of copulas to financial modelling.
Also, see Mikosch [126] and the many responses for a lively debate around the limitations
of copula analysis.

1.3.6 Asymptotic analysis and extreme value theory

A common theme in this thesis is to consider complicated expressions, and see how they
behave with extremely large or extremely small inputs. This is called asymptotic analysis,
and it can lead to very interesting insights. A prime example of this, is the behaviour of
sums of subexponential random variables.

A distribution FX belongs to the subexponential class if

lim
x→∞

P(X1 + · · ·+Xd > x)
dP(X1 > x) = 1 .

A convenient notation for limx→∞ f(x)/g(x) = 1 is f(x) ∼ g(x) as x → ∞. With this
notation, the subexponential property is

P(X1 + · · ·+Xd > x) ∼ dP(X1 > x) , for x→∞ .

This is a case where notation improves comprehension, as we can read the ∼ sign as a ≈
sign, at least when x is large. So, the story of sums of subexponential variables is this: if
the sum is an extremely large value, then it is probably because one of the summands is
extremely large (as opposed to all of the summands being large together). This behaviour
is aptly named the principle of the single big jump, cf. [74]. Chapter 5 heavily uses
asymptotic properties of this kind to construct efficient Monte Carlo estimators.

One collection of asymptotic results relating to maxima of random variables is called
extreme-value theory [59]. A key result in extreme-value theory, which is remarkable as
it is so general and so unexpected, is:

Theorem 1.19 (Fisher–Tippet theorem). Assume that, as n→∞ the random variables
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(Mn − an)/bn converge in distribution to a non-degenerate distribution G, where

Mn = max
i=1,...,n

{Xi} , for Xi
iid∼ FX ,

and {an}n∈N+, {bn}n∈N+ are real-valued sequences. Then, G is either: i) Gumbel dis-
tributed, ii) Fréchet distributed, or iii) Weibull distributed.

Both extreme-value theory, and the related field of large deviations theory [61], consider
the limiting behaviour of the maximum or sum of random variables where the limit takes
the number of the underlying random variables to infinity. These fields are not relevant
to this thesis since, in the cases where we consider rare asymptotic probabilities, we look
at the probability of a sum or maximum of random variables exceeding a large threshold
where the number of random variables is fixed.

Only in some chapters do we use the Fisher–Tippet result to categorise distributions
according to their limiting distribution, also called their maximum domain of attraction
(MDA). For example, we write F ∈ MDA(Fréchet) if the limit in the Fisher–Tippet
theorem for the distribution F is Fréchet distributed.

1.4 Existing methods and contributions

Since each chapter covers different problems, a specialised literature review is included
in each. This chapter outlines some general methods which are used for sums of random
variables, and describes the contributions of this thesis.

1.4.1 The normal approximation

I will begin this overview of the various methods for approximating sums of random
variables with the simplest approximation suggested by the central limit theorem. The
standard CLT suggests that we approximate the pdf f of a sum S = X1 + · · ·+Xd by

f̂CLT(x) = φµ,σ2(x)
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where µ = E[S], σ2 = Var[X], and φµ,σ2 is the pdf of Normal(µ, σ2). This approximation
has many excellent qualities: the approximation matches S’s first two moments, the ap-
proximation will improve if d→∞ (specifically, we have uniform convergence of the cdfs),
the CLT is a famous and simple theorem, the approximating distribution (the normal dis-
tribution) is known explicitly and it is analytically tractable, and the approximation only
requires us to find the mean (as easy as µ = ∑n

i=1 E[Xi]) and variance of S.

The approach is obviously not universally applicable; the CLT does not apply if any
Xi has an infinite variance or mean, or if the summands exhibited a strong dependence
structure. And though S can certainly exhibit a normal-like behaviour for small values of
d — the example in Figure 1.5 of d = 30 gamma summands appears very normal-like —
one only expects the approximation to be accurate if d is large. Some properties of the Xi,
such as a high skewness or that they exhibit heavy tails, can also induce non-normality
in S when d is small.

Another fundamental problem with the CLT approximation is that it is not adjustable.
Other methods allow the user to increase either the computational time and/or the com-
plexity of the approximation to increase accuracy. The CLT is has no such options; the
approximation will always be light-tailed, symmetric, and have support over all of R.

1.4.2 Beyond the central limit theorem

It wasn’t long after the CLT was originally proved that mathematicians set about trying
to generalise it to create more accurate approximations [89].1 They kept the normal
distribution in a central role in the approximation, and showed that f̂CLT(x) can be seen
as the one-term truncation of an asymptotic expansion

f(x) =
∞∑
i=0

E[hi(S)]hi(x)φµ,σ2(x) ,

where and {hi}i∈N0 are the Hermite polynomials which are orthonormal w.r.t. φµ,σ2 .2 This
is called the Gram–Charlier (type A) expansion or the Edgeworth expansion, cf. [26, 109].

1The names of the mathematicians who contributed to this effort read like a roll call of famous 19th
century mathematicians: Laplace, Poisson, Bessel, Chebyshev, Hermite, Fourier, et cetera.

2Note, h0(x) = 1, so E[h0(S)]h0(x)φµ,σ2(x) = φµ,σ2(x) = f̂CLT(x).
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It can be rewritten as

f(x) = φµ,σ2(x)− κ3

3! φ
(3)
µ,σ2(x) + κ4

4! φ
(4)
µ,σ2(x)− κ5

5! φ
(5)
µ,σ2(x) + 1

6!(10κ2
3 + κ6)φ(6)

µ,σ2(x) + . . .

where κi is the i-th cumulant of S, cf. [30, 51]

Taking inspiration from Fourier’s expansion of periodic functions in terms of trigonometric
basis functions, mathematicians then considered approximations where φµ,σ2 was replaced
by an arbitrary pdf w, and the Hermite polynomials by the {pi}i∈N0 polynomials which
are orthonormal w.r.t. w. We call this more general approach the orthogonal polynomial
expansion, however the names Gram–Charlier expansion and Edgeworth expansion still
exist in recent literature. They took the generalised Fourier expansion of f/w

f(x)
w(x) =

∞∑
i=0

〈fS
w
, pi
〉
w
pi(x) =

K∑
i=0

E[pi(S)]pi(x) ,

and truncated it to K + 1 terms to achieve

f̂OP(x) =
K∑
i=0

E[pi(S)]pi(x)w(x) .

Overall, the results using the orthogonal polynomial approach can be impressive, cf.
[84, 85] for some applications in insurance. As f̂S is in such a simple form, integrals
involving it can often be solved analytically — for example, Dufresne and Li [68] give an
explicit form for the price of a (discrete) Asian option using the orthogonal polynomial
pdf approximation. Also, a recent R package PDQUtils helps to automate this procedure
in that language [141].

However, care must be taken to ensure the approximation is theoretically valid. For
f̂S to converge as K → ∞, we need the check that the integrability condition fS/w ∈
L2(R, w(x) dx) is satisfied. Oftentimes this fails, and instead we have to approximate f

S̃

where S̃ = g(S) is some transformation of the sum (e.g. S̃ = log(S), or S̃ = 1/S), then
write fS in terms of f

S̃
by using the change of variables formula. The other theoretical

requirement is that the polynomials {pi}i∈N0 are complete in the space L2(R, w(x) dx).
If they are incomplete, as is the case for w being a lognormal pdf, then f̂S will converge
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as K →∞ but not to fS (in the lognormal case, it converges to a different pdf with the
same sequence of moments as w). These extra requirements may explain why the the
method is most commonly used where w is taken as either a normal pdf or a gamma pdf.
Here, the orthonormal polynomials (the Hermite and Laguerre polynomials) are classical
and need not be constructed by an orthogonalisation procedure.

Even when the approach is theoretically valid, it can fail numerically if done incorrectly.
The coefficients ai = E[pi(S)] can be solved algebraically if the Xi are independent and
their moments are known; this is because the moments of S can be (somewhat laboriously)
found by expanding E[Sn] = E[(X1+· · ·+Xd)n] with the binomial formula. Otherwise, one
has to use quadrature or Monte Carlo integration to find the coefficients, and a small error
in ai for a large i can cause a noticeable overall error in f̂OP. Another practical concern
is that the approximations seem to be very sensitive to parameters of w; for example,
if we choose w to be the pdf of a Gamma(r,m) distribution, then the specific r and m

combination can be very important (one should not simply choose them to be arbitrarily
placed in the region where the integrability condition is satisfied). The approximation
f̂OP can become negative if K is too small, and therefore isn’t a true pdf. Lastly, the
convergence of f̂OP is in terms of absolute error — the approximation’s relative error can
be significant, especially in the tails.

1.4.3 Other approaches

Two algorithms which are commonly used for sums of random variables are integral trans-
form inversion and Panjer’s algorithm. There are many integral transform inversion (here,
I am collectively referring to Laplace transform inversion, Fourier transform inversion, and
characteristic function inversion) approaches, all of which are variations on the method
outlined in Section 1.3.2. Panjer’s algorithm is a method which gives density estimates for
compound sums, but as it only applies to discrete summands, it has not been considered
here (cf. [70] for a comparison of Panjer’s algorithm and a Fourier transform inversion
algorithm).

Lastly, one can simply ignore the underlying summands and use any univariate approxi-
mation technique to fit the sum distribution directly (e.g. by sampling S[1], . . . , S[R] with
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Monte Carlo). Out of the plethora of statistical techniques which can be applied, we will
briefly describe parametric approximations and kernel density estimation.

Parametric approximations assume that the sum distribution belongs to a specific fam-
ily of distributions (e.g. Normal(µ, σ2)) and find the specific parameters (e.g. the µ and
σ2) which best fit the samples S[1], . . . , S[R]. One can choose the parameters which
maximise the likelihood function, using maximum likelihood estimation, or expectation–
maximisation. Alternatively, if the approximating family has p parameters to fit, one can
set them so that the first p moments of the approximation match the sample moments.
More generally, we can set the parameters to fit quantities which are meaningful for our
specific application — if it is more important for the left tail to be accurate than for the
right, then we can select parameters which ensure left-tail accuracy (e.g. [96]). Parametric
approximations are a popular technique for approximating the SumLognormal(µ,Σ) distri-
bution, where most authors choose an approximation which is Lognormal( · , · ) distributed
[72, 155, 4, 29, 73] or from related distributions [28, 96].

The accuracy of the parametric approximations are limited by the number of parameters
which specify the approximating family. Thus, the families of distributions which allow
an arbitrary number of parameters are common; for example, we can fit an approxima-
tion using a mixture distribution with n components, check if the resulting accuracy is
sufficient, and if not repeat with a larger n. Mixtures of exponential or Erlang distri-
butions are common for positive random variables [166, 117, 165], though these are a
special case of phase-type distributions which are also prevalent approximations in the
literature [34, 94, 95, 12, 14]. Phase-type approximations are sometimes avoided as they
cannot produce heavy-tailed approximations [70] but one can take the more general class
of infinite-mixtures of phase-type distributions to create both heavy and light tailed ap-
proximations [148, 168].

All parametric approximations can be criticised for the arbitrariness of enforcing one
particular family of distributions on the data, but the phase-type approximation can
be somewhat justified by the fact that these distributions are dense in the class of all
continuous distributions on R+. However, from my contribution to [18], I have found that
fitting phase-type distributions using the standard expectation–maximisation algorithm
[22, 137] can be a non-trivial numerical challenge which is remarkably slow if the number
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of phases is moderately high.

The kernel density estimator (KDE) [163] takes the samples S[1], . . . , S[R] (e.g. sampled
using CMC) and gives the approximation

f̂KDE(s) = 1
R

R∑
r=1

1
h
K
(S[r] − x

h

)
,

for some bandwidth h > 0, and kernel K. The most common kernel used is the Gaussian
kernel, K(x) = e−x2/2/

√
2π. On the relative importance of these two choices, Pagan and

Ullah [138, p. 19] write that:

“It is now well known that the choice of kernel is a minor issue, with any kernel
being close to an optimal kernel for large samples. In contrast the selection of
the window width [a.k.a. bandwidth] h is crucial.”

Accordingly, there are now various algorithms for choosing the value of h. Section 2.7.1 of
[138] and Section 8.5 of [111] lists some methods, including least squares cross-validation,
the plug-in method, and likelihood cross-validation, none of which appears to be categori-
cally superior to the others. An alternative KDE method by Botev et al. [36] is available
as a Matlab library for easy use.

1.5 Contributions

As the work presented in the remainder of this thesis was done in collaboration with other
authors, the pronouns will switch from ‘I’ to ‘we’ to reflect the multiple authors (or, more
commonly, to refer to the reader and the authors).

In Chapter 2 we consider the SumLognormal( · , · ) distribution, and consider its Laplace
transform. We represent the Laplace transform L (θ) = E[e−θSn ] ∝

∫
e−hθ(x) dx as

L̃ (θ)I(θ), where L̃ (θ) is given in a closed form and I(θ) is the error factor (≈ 1). We
obtain L̃ (θ) by replacing hθ(x) with a second-order Taylor expansion around its min-
imiser x∗. An algorithm for calculating the asymptotic expansion of x∗ is presented, and
it is shown that I(θ)→ 1 as θ →∞. A variety of numerical methods for evaluating I(θ)
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is discussed, including Monte Carlo with importance sampling and quasi-Monte Carlo.
Numerical examples (including Laplace transform inversion for the density of Sn) are also
given.

Next, in Chapters 3 and 4 we apply the orthogonal expansion approach to sums of random
variables. Chapter 3 focuses on sums from the S ∼ SumLognormal(·, ·) distribution, where
the summands may have different variances or be dependent. We consider orthogonal
expansions for the pdf of logS, and for the exponentially tilted sum density. The reference
pdfs considered include the normal, gamma and lognormal densities. When w is the
lognormal pdf, we construct the orthonormal polynomials in closed form and show that
they are not dense in L2(R, w(x) dx), a result that is closely related to the lognormal
distribution not being determined by its moments. This therefore warns against the
most obvious choice of taking w as lognormal. Numerical examples are presented and
comparisons are made to an established approach, the Fenton–Wilkinson method, and
a recent approach, the log skew normal approximation. Also, the extensions to density
estimation for statistical data sets and non-Gaussian copulas are outlined.

Chapter 4 also focuses on orthogonal expansions to approach pdfs of sums of random vari-
ables, though it instead focuses on compound sums and gives applications for insurance.
While the chapter provides new results for orthogonal expansions of compound sums, it
can also be seen as an in-depth comparison (in the style of [70]) of orthogonal expansions
to the Laplace transform inversion technique. The motivating application is to evaluate
the stop-loss premium associated to a non-proportional global reinsurance treaty. The
orthogonal expansion uses the gamma density as its reference pdf.

Orthogonal expansions aim to give pdf approximations which are accurate across the
whole support of the random variable. Instead, it is sometimes more valuable to have the
pdf or the cdf at a single point be approximated with high accuracy. I have included some
work-in-progress in Chapter 5 for accurate approximation of the survival function of a sum
of random variables. Here, the proposed estimator is based on an importance sampling
scheme which incorporates our knowledge of the asymptotic form for the sum distribution.
We compare this IS estimator against the Asmussen–Kroese estimator, exponential tilting,
hazard-rate twisting, the cross-entropy method, and MCMC methods. It considers sums
of independent variables, but in future work we expect to be able to incorporate copulas
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which are asymptotically independent. We designed it as a rare-event estimator but with
a focus on intermediate levels of rareness.

Lastly, Chapter 6 constructs a rare-event estimator for the probability of a union of
dependent events. The central example given is calculating the probability that the
maximum of a random vector exceeds a large threshold. We propose a flexible series of
estimators for such probabilities, and describe variance reduction schemes applied to the
proposed estimators. We derive efficiency results of the estimators in rare-event settings,
in particular those associated with extremes. Finally, we examine the performance of our
estimators in a numerical example.
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Chapter 2

Approximating the Laplace
transform of the sum of dependent
lognormals

2.1 Introduction

The lognormal distribution arises in a wide variety of disciplines such as engineering,
economics, insurance and finance, and is often employed in modelling across the sciences
[7, 56, 66, 105, 120]. It has a natural multivariate version, namely (eX1 , . . . , eXn) ∼
Lognormal(µ,Σ) when (X1, . . . , Xn) ∼ Normal(µ,Σ). We consider sums of lognormal
random variables, Sn := eX1 + · · · + eXn , where the summands exhibit dependence (Σ is
non-diagonal), using the notation that Sn ∼ SumLognormal(µ,Σ). Such sums have many
challenging properties. In particular, there are no closed-form expressions for the density
f(x) or Laplace transform L (θ) of Sn.

Models using sums of dependent lognormals are widely applicable, though they are par-
ticularly important in telecommunications and finance [65, 66]. Indeed, many of the
approximations for the Laplace transform of sums of independent lognormals originated
from the wireless communications community [27]. This reflects the significance of the
SLN distribution within many models, and also that the Laplace transform is of intrinsic
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interest (engineers frequently work in the Laplace domain). In finance, the value of a
portfolio (e.g. a collection of stocks) is SLN-distributed when using the assumptions of
the common Black–Scholes framework. Thus the SLN distribution is central to the pric-
ing of certain options (e.g., Asian and basket) [127]. Also, financial risk managers require
estimates of f(x) across x ∈ (0,E[Sn]) to estimate risk measures such as value-at-risk or
expected shortfall. Estimation of this kind has long been a legal requirement for many
large banks, due to the Basel series of regulations (particularly, Basel II and Basel III), so
in this context approximating L (θ) is useful as a vehicle for computing the density f(x)
or the cumulative distribution function (cdf). These issues are carefully explained in [63],
[71], and the new Chapter 1 in the recently revised volume of McNeil et al. [124]. Compre-
hensive surveys of applications and numerical methods for the LN and SLN distributions
are in [86, 20, 19].

There exist many approximations to the density of the SLN distribution. Many approxi-
mations work from the premise [28] that a sum Sn of lognormals can be accurately approx-
imated by a single lognormal L ∼ Lognormal(µL, σ2

L). We refer to this approach as the
SLN ≈ LN approximation. Some well-known SLN ≈ LN approximations are the Fenton–
Wilkinson [72] and Schwartz–Yeh [155] approaches. These were originally specified for
sums of independent lognormals, but have since been generalised to the dependent case
[4]. A more recent procedure (for the independent case) is the minimax approximation of
Beaulieu and Xie [29], calculating the values of µL and σL which minimise the maximum
difference between the densities of Sn and L. However, [29] concludes that the approach is
inaccurate in large dimensions or when the Xi have significantly different means or stan-
dard deviations. Finally, Beaulieu and Rajwani [28] describe a family of functions which
mimic the characteristics of the SLN distribution function (in the independent case) with
some success, i.e., high accuracy and closed-form expressions.

Another related avenue of research focuses on the asymptotic behaviour of f(x) in the
tails. First, Asmussen and Rojas-Nandayapa [23] characterised the right-tail asymptotics.
Next, Gao et al. [78] gave the asymptotic form of the left tail for n = 2. Gulisashvili
and Tankov [86] then provided the left-tail asymptotics for linear combinations of n ≥ 2
lognormal variables. Yet these asymptotic forms cannot be used to approximate f(x)
with precision; to quote [86, p. 29], “these formulas are not valid for x ≥ 1 and in practice
have very poor accuracy unless x is much smaller than one”. Similar numerical experience
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is reported in Asmussen et al. [19].

The approach taken here is via the Laplace transform. Accurate estimates for the Laplace
transform can be numerically inverted to supply accurate density estimates. Asmussen et
al. [20, 19] outline a framework to estimate L (θ) for n = 1 using a modified saddlepoint
approximation. In their work, the transform is decomposed into L (θ) = L̃ (θ)I(θ), where
L̃ (θ) has an explicit form and an efficient Monte Carlo estimator is given for I(θ).

This chapter generalises the approach of [20, 19] to arbitrary n and dependence. The
defining integral for the Laplace transform of Sn is

L (θ) = 1√
(2π)n det(Σ)

∫
Rn

exp
{
−θ

n∑
i=1

eµiexi − 1
2x
>Dx

}
dx (2.1)

where D := Σ−1 (assuming Σ to be positive definite so D is well defined). Write the
integrand as exp{−hθ(x)}. The idea is then to provide an approximation L̃ (θ) by re-
placing hθ(x) by a second-order Taylor expansion around its minimiser x∗. Whereas the
minimiser x∗ has a simple expression in terms of the Lambert W function when n = 1,
as in [20, 19], the situation is much more complex when n > 1. As one of our main
results we give a limit result for x∗ as θ → ∞. Further, it is shown that the remainder
I(θ) in the representation L (θ) = L̃ (θ)I(θ) goes to 1, a discussion of efficient Monte
Carlo estimators of I(θ) follows, and numerical results showing the errors of our L (θ)
and (numerically inverted) f(x) estimators are given.

2.2 Approximating the Laplace transform

Although the definition (2.1) makes sense for all θ ∈ C with <(θ) > 0 (we denote this set
as C+), we will restrict the focus to θ ∈ (0,∞). Of particular interest are the terms in
the exponent, which in vector form (see Remark 2.1 below) are

hθ(x) := θ(eµ)>ex + 1
2x
>Dx.
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An approximation of simple form to L (θ)—written as L̃ (θ)—is available if hθ(x) is
replaced by a second-order Taylor expansion. The expansion is given in the proposition
below.

Remark 2.1. On vector notation. All vectors are considered column vectors. Functions
applied element-wise to vectors are written in boldface, such as ex := (ex1 , . . . , exn)> and
logx := (log x1, . . . , log xn)>. If a vector is to be raised element-wise to a common power,
then the power will be boldface, as in xk := (xk1, . . . , xkn)>. The notation x ◦ y denotes
element-wise multiplication of vectors. The diag( · ) function converts vectors to matrices
and vice versa, like the Matlab function.

Proposition 2.2. The second-order Taylor expansion of hθ(x) about its unique minimiser
x∗ is

−
(
1− 1

2x
∗
)>
Dx∗ + 1

2(x− x∗)>(Λ +D)(x− x∗)

where Λ := θdiag(eµ+x∗).

Proof. As hθ(x) is strictly convex, a unique minimum exists. Since ∇hθ(x∗) = 0, the
linear term vanishes in the Taylor expansion, so we have

hθ(x) ≈ hθ(x∗) + 1
2(x− x∗)>H(x− x∗)

where H is defined as the Hessian ∂2hθ(x)/(∂xi ∂xj) evaluated at x∗. To find the value
of H , we just take derivatives:

∇hθ(x) = θeµ+x +Dx, H = Λ +D.

Since Λ and D are both positive definite, so is H . Also, ∇hθ(x∗) = 0 gives

−θeµ+x∗ = Dx∗ which implies −θ(eµ)>ex∗ = 1>Dx∗. (2.2)

Therefore the expansion becomes

hθ(x) ≈ −1>Dx∗ + 1
2(x∗)>Dx∗ + 1

2(x− x∗)>(Λ +D)(x− x∗)

= −
(
1− 1

2x
∗
)>
Dx∗ + 1

2(x− x∗)>(Λ +D)(x− x∗).
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This expansion allows L (θ) to be approximated as a constant factor exp{−hθ(x∗)} times
the integral over a normal density (with inverse covariance Λ +D), which leads to

L (θ) ≈ L̃ (θ) := 1√
det(ΣH)

exp
{(

1− 1
2x
∗
)>
Dx∗

}
.

We need a suitable error or correction term in order to assess the accuracy of this approx-
imation, so we will decompose the original integral (2.1) into L (θ) = L̃ (θ)I(θ). In the
integral of (2.1) change variables such that x = x∗ +H−1/2y. Then by applying (2.2),
multiplying by exp{1>Dx∗ − 1>Dx∗}, and rearranging, we arrive at

L (θ) = 1√
(2π)n det(ΣH)

∫
Rn

exp
{
−θ(eµ+x∗)>eH

− 1
2 y

− 1
2(x∗ +H− 1

2y)>D(x∗ +H− 1
2y)

}
dy

= L̃ (θ)I(θ)

where

I(θ) :=
∫
Rn

1√
(2π)n

exp
{

(x∗)>D
(
eH

− 1
2 y − 1−H−

1
2y
)
− 1

2y
>(ΣH)−1y

}
dy. (2.3)

This equation can be rewritten in ways more convenient for Monte Carlo estimation.

Proposition 2.3. We have that

I(θ) = E
[
g(H− 1

2Z)
]

=
√

det(ΣH) E
[
v(Σ 1

2Z)
]

(2.4)

where

g(u) := exp
{

(x∗)>D(eu − 1− u) + 1
2u
>H−

1
2 ΛH

1
2u
}
,

v(u) := exp
{

(x∗)>D(eu − 1− u)
}
,

and Z ∼ Normal(0, I).
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Proof. To show that I(θ) can be written as the first expectation in (2.4), use H = Λ+D,
then add and subtract a term, to get

(ΣH)−1 = [Σ(D + Λ)]−1 = (I + ΣΛ)−1I ± (I + ΣΛ)−1(ΣΛ) = I −H−1Λ

and substitute this into the −1
2y
>(ΣH)−1y term in (2.3).

To prove I(θ) equals the second expectation of (2.4), change variables in (2.3) so that
y = (ΣH)1/2z, giving

I(θ) =
√

det(ΣH)
∫
Rn

1√
(2π)n

exp
{

(x∗)>D
(
eΣ

1
2 z − 1−Σ

1
2z
)
− 1

2z
>Iz

}
dz. (2.5)

Remark 2.4. When n = 1, Σ = σ2 and µ = 0, (2.5) becomes

I(θ) =
√

1 + θσ2ex∗
∫
R

1√
2π

exp
{
x∗

σ2 (eσz − 1− σz)− 1
2z

2
}

dz.

This can be simplified using the Lambert W function, denoted W , which is defined [53]
as the solution to the equation W(z)eW(z) = z. With this we have x∗ = −W(θσ2). Also,
we can manipulate

√
1 + θσ2ex∗ =

√
1− x∗ =

√
1 +W(θσ2), so I(θ) becomes

I(θ) =
√

1 +W(θσ2)
∫
R

1√
2π

exp
{
−W(θσ2)

σ2 (eσz − 1− σz)− 1
2z

2
}

dz,

which coincides with the original result of [20] equation (2.3).

Remark 2.5. The simplistic representation above hides a more subtle understanding.
The following is based off Senaratne and Tellambura [156] who considered numerically
evaluating L (θ) for n = 1. Consider θ ∈ C+, and note that exp{hθ( · )} is analytic
everywhere (that is, it satisfies the Cauchy–Riemann conditions). Then consider contour
integrals of the form ∫

C
exp{hθ(z)} dz ,

where C is some contour. Cauchy’s integral theorem implies that C can be deformed
continuously through the domain of analyticity (here, C+) in any way while keeping the
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endpoints constant without affecting the result.

A preferable contour for numerical evaluation is one which clusters most of the integrand’s
mass together, the steepest descent contour C∗, which also passes through the point which
maximises the integrand, the saddlepoint z∗. Analyticity implies orthogonality of u(z) :=
<(hθ(z)) and v(z) := =(hθ(z)), so the steepest descent contour is equivalent to a contour
where v is constant. That is,

z∗ = arg max
z∈C

exp{hθ(z)} , and C∗ = {z = x+ iy | v(z) = v(z∗)} . (2.6)

Say that y(x) is the solution for y given an x from (2.6), and for z = x + iy then
dz = dx+ i dy = (1 + idy

dx) dx. Then, in theory, we could evaluate

L (θ) =
∫
C∗

exp{hθ(z)} dz =
∫
Rn

exp{u(x+ iy(x)) + iv(x+ iy(x))}
(
1 + idydx

)
dx

which by the definition of C∗ simplifies to

L (θ) = exp{iv(z∗)}
∫
Rn

exp{u(x+ iy(x))}
(
1 + idydx

)
dx . (2.7)

For θ ∈ R then C∗ simply returns to Rn and z∗ → x∗ above. For =(θ) 6= 0 then (2.7) can
no longer be simplified by transformation into a Gaussian integral, and z∗ is no longer
unique. Therefore, we continue to restrict our attention to the θ ∈ R case.

2.3 Asymptotic behaviour of the minimiser x∗

We first introduce some notation. For a matrix X, we write Xi, and X ,i for the i-th row
and column. Denote the row sums of D as a = (a1, . . . , an)>, that is, ai = Di, 1. For sets
of indices Ω1 and Ω2, then XΩ1,Ω2 denotes the submatrix of X containing row/column
pairs in {(u, v) : u ∈ Ω1, v ∈ Ω2}. A shorthand is used for iterated logarithms: log1 θ :=
log θ and logn θ := log logn−1 θ for n ≥ 2 (note that logk θ is undefined for small or negative
θ, but this is no problem as we are considering the case θ →∞).

The approach taken to find x∗ = (x∗1, . . . , x∗n)> is to set the gradient of hθ(x) to 0, that
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is, to solve
θeµ+x∗ +Dx∗ = 0. (2.8)

We will show that the asymptotics of the x∗i are of the form

x∗i =
n∑
j=1

βi,j logj θ − µi + ci + ri(θ) (2.9)

for some β = (βi,j) ∈ Rn×n, c = (c1, . . . , cn)> ∈ Rn and r(θ) = (r1(θ), . . . , rn(θ))> where
each ri(θ) = o(1). Before giving the general result, we consider the special case where all
ai > 0 since this result and its proof are much simpler.

Proposition 2.6. If all row sums of D are positive then the minimiser x∗ takes the form

x∗i = − log θ + log2 θ − µi + log ai + ri(θ) (2.10)

where ri(θ) = O(log2 θ/ log θ) = o(1) for 1 ≤ i ≤ n, as θ →∞.

Proof. Inserting (2.10) in (2.8) we find

θeµ+x∗ +Dx∗ = (a log θ) ◦ er(θ) − a log θ + a log2 θ −Dµ+D loga+Dr(θ) = 0.

Looking at these equations we see that we must have

lim sup
θ

max
i
ri(θ) = lim inf

θ
min
i
ri(θ) = 0,

and to remove the log2 θ term the main term of ri(θ) has to be − log2 θ/ log θ. This gives
the result of the proposition.

In the general case where some ai ≤ 0, the asymptotic form of x∗ is different from (2.10)
and its derivation is much more intricate.

Theorem 2.7. There exists a partition of {1, . . . , n} into F+ and F− such that for i ∈ F+,

x∗i = − log θ + logki θ − µi + ci + o(1)
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for some 1 < ki ≤ n. All x∗i in F− follow the general form of (2.9). In more detail, there
exists a partition of F− into F−(1) and F− \ F−(1), such that if i ∈ F−(1) then βi,1 < −1,
and if i ∈ F− \ F−(1) then

βi,1 = −1, βi,2 = · · · = βi,ki−1 = 0, βi,ki < 0

for some 1 < ki ≤ n. Finally we have, writing subscripts + and − for F+ and F−, that
x− = Cx+ + o(1) where C = −D−1

−,−D−,+. The sets F+, F−, F−(1) and the constants
βi,j, ci, ki are determined by Algorithm 2.8 below.

See Remark 2.12 for some further remarks on the role of the signs of the row sums.

Algorithm 2.8.

1. Let β ,1 be the value of w that minimises w>Dw over the set {w : wi ≤ −1}. It
will be proved in the appendix that the solution has Di, β ,1 ≤ 0 when βi,1 = −1
and Di, β ,1 = 0 when βi,1 < −1. Accordingly, we can partition {1, . . . , n} into the
disjoint sets

F+(1) = ∅, F∗(1) = {i : Dj, β ,1 < 0},

F0(1) = {i : βi,1 = −1,Di, β ,1 = 0}, F−(1) = {i : βi,1 < −1}.

2. For k = 2, . . . , n recursively calculate β ,k as the value of w that minimises w>Dw
whilst satisfying

wi = 0 for i ∈ F+(k − 1), wi = 1 for i ∈ F∗(k − 1),

wi ≤ 0 for i ∈ F0(k − 1), Di,w = 0 for i ∈ F−(k − 1).

It will be proved in the appendix that the solution has Di, β ,k ≤ 0 for i ∈ F0(k− 1),
Di, β ,k = 0 when βi,k < 0 for i ∈ F0(k − 1), and at least one element of F0(k − 1)
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has Di, β ,k < 0. This allows us to create a new partition by

F+(k) = F+(k − 1) ∪ F∗(k − 1),

F∗(k) = {i ∈ F0(k − 1) : βi,k = 0,Di, β ,k < 0},

F0(k) = {i ∈ F0(k − 1) : βi,k = 0,Di, β ,k = 0},

F−(k) = F−(k − 1) ∪ {i ∈ F0(k − 1) : βi,k < 0}.

Terminate the loop early if F0(k − 1) = ∅.

3. Say F+ = F+(k) and F− = F−(k). For each i ∈ F+, let `i be the index of the first
element of Di, β which is negative, and we have ci = log(−Di, β ,`i). Determine the
remaining elements (using the same subscript shorthand introduced above) by

c− = −D−1
−,−D−,+(c+ − µ+) + µ−. (2.11)

Proof of Theorem 2.7. We propose a solution of the form (2.9) and show that when the
βi,j are constructed from Algorithm 2.8, the remainder term ri is o(1).

The construction allows us to draw the following conclusions for the x∗i . Let F+ and F− be
the sets as defined in Step 3 above. Consider individually the indices which terminated
in the F+ and in the F− sets. In the first case, there exists a ki with 1 < ki ≤ n such that

βi,j =


−1, j = 1,

1, j = ki,

0, otherwise,

and Di, β ,j =

0, 1 ≤ j < ki − 1,

< 0, j = ki − 1.

Insertion in (2.8) gives

0 = θeµi+x∗i +Di, x
∗

= −Di, β ,ki−1eri(θ) logki−1 θ +Di,

 n∑
j=ki−1

β ,j logj θ − µ+ c+ r(θ)
,

showing that the remainder is o(1).
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In the second case, with i ∈ F+,

βi,1 < −1 and Di, β ,j = 0, 1 ≤ j ≤ n,

or there exists 1 < ki ≤ n such that

βi,j =


−1, j = 1,

0, 2 ≤ j < ki,

< 0, j = ki,

and Di, β ,j = 0 for 1 ≤ j ≤ n.

For this case we find θeµi+x∗i +Di, x
∗ = o(1) +Di, r(θ), again showing that the remainder

is o(1). Lastly, to show x− in terms of x+, consider θeµ−+x∗− +D−,+x+ +D−,−x− = 0.
As θeµ−+x∗− = o(1), we see that x− = −D−1

−,−D−,+x+ + o(1) = Cx+ + o(1).

In some cases above, we have been able to write the constant ci as an expression involving
D and µ. For example, in Proposition 2.6 we have ci = log ai, and in Theorem 2.7 (2.11)
gives the value of ci for i ∈ F−. We can show a similar result in the general case for all
i ∈ F∗(1), that is, for all i where x∗i = − log θ + log2 θ − µi + ci + o(1).

Say F∗ := F∗(1) and F∼ := F c
∗ ; in the subscripts below, ∗ and ∼ refer to these sets.

Since D is regular, so is D∼,∼. Say that D := D∗,∗ −D∗,∼D−1
∼,∼D∼,∗, and denote the

corresponding row sums by a = (ai, i ∈ F∗).

Corollary 2.9. For all i ∈ F∗

x∗i = − log θ + log2 θ − µi + log ai + ri(θ)

where ri(θ) = o(1) and ai > 0 as θ →∞.

Proof. Let b = −β ,1. We have

bi =

1, i ∈ F∗(1) ∪ F0(1),

> 1, i ∈ F−(1),
Di, b =

eci , i ∈ F∗(1) = F∗,

0, i ∈ F0(1) ∪ F−(1) = F∼.
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Split D according to indices in F∗ and F∼, then

D∼,∗b∗ +D∼,∼b∼ = 0 and D∗,∗b∗ +D∗,∼b∼ = ec∗ > 0.

The first equation gives b∼ = −D−1
∼,∼D∼,∗b∗, and this with the second equation shows

that Db∗ = D1 = a = ec∗ > 0; thus D has all row sums positive and c∗ = log(Db∗) =
log a.

There are some simple forms of Σ which fall into the case where all ai > 0. These include
the case where all diagonal elements of Σ are identical, and all non-diagonal elements
are identical. Note, by positive definiteness of Σ we must have at least one row-sum of
D positive. Also, if X1, . . . , Xn is an AR(1) process, the resulting covariance matrix will
have all ai > 0. Meanwhile, cases where there exist ai ≤ 0 are not difficult to find. For
the case n = 2 with variances σ2

1 ≤ σ2
2 and correlation ρ, a simple calculation gives that

both row sums are positive when ρ < σ1/σ2, and one is negative when ρ > σ1/σ2 (see
Gao et al. [78] for the expansion of f(x) as x ↓ 0 for these cases). We now list a couple
of examples of asymptotic forms of x∗ for specific µ and Σ which have some non-positive
row sums of Σ−1.

Example 2.10. Consider µ = (−10, 0, 10)> and

Σ =


0.5 1 2
1 3 4
2 4 10

 , D =


14 −2 −2
−2 1 0
−2 0 0.5

 .

Implementing the algorithm gives that

x∗1 = − log θ + log2 θ + (10 + log 2) + o(1),

x∗2 = −2 log θ + 2 log2 θ + (20 + 2 log 2) + o(1),

x∗3 = −4 log θ + 4 log2 θ + (40 + 4 log 2) + o(1),

and

(β | c− µ) =


−1 1 0
−2 2 0
−4 4 0

∣∣∣∣∣∣∣∣∣
10.69
21.39
42.77

, D(β | c− µ) =


−2 ∗ ∗
0 0 0
0 0 0

∣∣∣∣∣∣∣∣∣
∗
0
0


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(where unimportant values of D(β | c− µ) are replaced by stars).

Example 2.11. Consider µ = (1, 2, 3)> and

Σ =


0.4545 0.4545 0.4545
0.4545 1.7204 1.8470
0.4545 1.8470 2.9862

 , D =


3 −0.9 0.1
−0.9 2 −1.1
0.1 −1.1 1

 .

Implementing the algorithm gives that

x∗1 = − log θ + log2 θ − 1 + log 2.2 + o(1),

x∗2 = − log θ + log3 θ − 2 + log 0.79 + o(1),

x∗3 = − log θ − 0.1 log2 θ + 1.1 log3 θ − 3 + c3 + o(1),

where c3 = 0.9− 0.1 log 2.2 + 1.1 log 0.79, and

(β | c− µ) =


−1 1 0
−1 0 1
−1 −0.1 1.1

∣∣∣∣∣∣∣∣∣
−0.2
−2.2
−2.4

, D(β | c− µ) =


−2.2 ∗ ∗

0 −0.79 ∗
0 0 0

∣∣∣∣∣∣∣∣∣
∗
∗
0

.

Remark 2.12. The importance of the sign of the row sums of D, as illustrated by
Proposition 2.6, perplexed us for quite some time. However Gulisashvili and Tankov [86]
describe an interesting link between the row sums and the minimum variance portfolio.
They show that the leading asymptotic term of P(Sn < x) as x ↓ 0 depends upon

w>Σw = min
w∈∆

w>Σw, where ∆ :=
{
w :

∑
i

wi = 1, wi ≥ 0
}
.

The i for which wi > 0 indicate which summands in Sn have the ‘least variance’. These
summands are asymptotically important in the left tail, as they will struggle the most
to take very small values. Seen from the viewpoint of modern portfolio theory [123], the
solution w is viewed as the optimal portfolio weights to create the minimum-variance
portfolio. When all ai > 0 then wi = ai/

∑n
j=1 aj which represents full diversification.

However when assets become highly correlated (meaning that some D row sums are non-
positive) then there exist wi = 0, i.e., some assets are ignored. Thus the asymptotics are
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qualitatively different when the signs of the row sums change. The exact point where an
asset’s optimal weight becomes 0 occurs when ai = 0, and this phase change produces a
unique and convoluted asymptotic form. As L (θ) as θ → ∞ is related to P(Sn < x) as
x ↓ 0, the behaviour of x∗ is explained.

For applications we will need to find x∗ for a large number of θ numerically. The results
above give a sensible starting point for an iterative solver, such as Newton–Raphson.

2.4 Asymptotic behaviour of I(θ)

In order to discuss I(θ) as θ →∞ we will consider it in a form different from Section 2.2.
Define σ := diag(H)−1/2 ∈ (0,∞)n and B := diag(σ)Hdiag(σ) ∈ Rn×n. In (2.3),
substitute H−1/2y = σ ◦ z, so

I(θ) =
∫
Rn

exp(−1
2z
>Bz)√

(2π)n det(B−1)
exp

{
−θ(eµ+x∗)>

[
eσ◦z − 1−σ ◦ z− 1

2(σ ◦ z)2
]}

dz. (2.12)

The limit of this integrand is the density of a multivariate normal distribution, which
when integrated is 1. To see this, consider the following. As θ → ∞ we have σi → 0 or
σi → D

−1/2
i,i > 0, so taking ` ∈ (2,∞) means

θeµi+x∗i σ`i = θeµi+x∗i (θeµi+x∗i +Di,i)−
`
2 = o(1). (2.13)

Consider the second exponent of (2.12). For fixed z, eσizi − 1 − σizi − 1
2σ

2
i z

2
i = O(σ3

i ),
and since θeµi+x∗i σ3

i = o(1) by (2.13) we have

θ(eµ+x∗)>
[
eσ◦z − 1− σ ◦ z − 1

2(σ ◦ z)2
]

= o(1). (2.14)

Finally, we consider B as θ → ∞. Say that n+ := |F+| and assume that these are the
first n+ indices. We can then write that B → B∗ := diag(In+ ,F ) where this F is the
bottom-right submatrix of size (n − n+) × (n − n+) of the inverted correlation matrix
implied by Σ. The B matrices are positive definite for all θ ∈ (0,∞]; thus the limiting
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form of the integrand in (2.12) is a non-degenerate multivariate normal density.

Proposition 2.13. limθ→∞ I(θ) = 1.

Proof. We use the dominated convergence theorem. By (2.14) and the paragraph which
follows that equation, the exponent of the integrand is bounded by a constant g1 for
‖z‖ < 1, say, and the exponent is below −g2‖z‖ otherwise (g2 > 0), for θ > θ0, say. The
latter comes from the positive definiteness of B∗, the convergence of B to B∗ and the
convergence of (2.14). Next, convexity implies that the exponent is bounded by −g2‖z‖
for ‖z‖ > 1. In total we have the bound

exp(g1I{‖z‖ ≤ 1} − g2‖z‖I{‖z‖ > 1}) ,

which is an integrable function. Thus the conditions for dominated convergence are
satisfied and we can safely switch the limit and integral to obtain I(θ)→ 1.

2.5 Estimators of L (θ) and I(θ)

The simplest approach is to use quadrature to integrate the original expression in (2.1).
This approach is used as a baseline against which the following estimators are compared
(the approach can, however, be slow or impossible for large n). The next näıve approach
is to estimate the expectation E[e−θSn ] by crude Monte Carlo (CMC). This would involve
simulating random vectors X1, . . . ,XR

iid∼ Lognormal(µ,Σ), with Xr = (Xr,1, . . . , Xr,n),
and computing

L̂CMC(θ) := 1
R

R∑
r=1

exp
{
−θ

n∑
i=1

Xr,i

}
.

However this estimator is not efficient for large θ, and rare-event simulation techniques
are required.

Given the decomposition of L (θ) = L̃ (θ)I(θ), some more accurate estimators can be
assessed. Simply using L̃ (θ) gives a biased estimator (which is fast and deterministic)
for the transform, however the bias is decreased by estimating I(θ) with Monte Carlo
integration. Proposition 2.3 gives two probabilistic representations of I(θ). We expect
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the CMC estimator of the first—E[g(H−1/2Z)]—to exhibit infinite variance as θ →∞ as
this has been proven for n = 1 in [20]. Therefore this estimator does not seem promising.
The second estimator—

√
det(ΣH) E[v(Σ1/2Z)]—can be viewed as the first estimator

after importance sampling has been applied, so we focus upon this. Taking Z1, . . . ,ZR
iid∼

Normal(0,Σ),

L̂IS(θ) := 1
R

exp
{(

1− 1
2x
∗
)>
Dx∗

}
R∑
r=1

exp
{

(x∗)>D(eZr − 1−Zr)
}
.

Many variance-reduction techniques can be applied to increase the efficiency of these
estimators. The effect of including control variates into L̂IS(θ) was considered, using
the control variate (x∗)>DZ2

r (note the element-wise square). The variance reduction
achieved was small considering the large overhead of computing the variates (and their
expectations) so these results have been omitted. Lastly, we considered an estimator
based on the Gumbel distribution. Say that Y = (Y1, . . . , Yn) is a vector of iid standard
Gumbel random variables, that is, P(Yr < x) = exp{−e−x} for x ∈ R. Then L (θ) can be
rewritten as an integral over the density of a vector of standard Gumbel random variables.
This estimator was quite accurate, though it had higher relative error and variance than
the estimators based on L̂IS(θ) so it too has been excluded from the results.

The final two variance reduction techniques investigated were common random numbers
and quasi-Monte Carlo applied to L̂IS(θ); for a detailed explanation of these techniques
see [80] or [15]. Both individually achieved significant variance reduction, and together
provided the best estimator. Specifically,

L̂Q(θ) := 1
R

exp
{(

1− 1
2x
∗
)>
Dx∗

} R∑
r=1

exp
{

(x∗)>D(eqr − 1− qr)
}
,

where qr := Σ1/2Φ−1(ur), using Φ−1 as the (element-wise) standard normal inverse cdf,
and where {u1,u2, . . . } is the n-dimensional Sobol sequence started at the same point for
every θ. Therefore, L̂Q(θ) is deterministic (for a fixed R and θ), and using this scheme
is therefore a kind of numerical quadrature. More sophisticated adaptive quadrature
methods could possibly be applied.
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2.6 Numerical Results

Relative errors are given for the main estimators of L (θ) in the table below. In all
estimators the smoothing technique of using common random variables is employed, and
all estimators are compared against numerical integration of the relevant integrals to 15
significant digits. See [112] for the software implementation used to create these results.

Table 2.1: Relative error for various approximations of L (θ) for µ = 0, Σ = [1, 0.5; 0.5, 1].
The number of Monte Carlo replications R used is 106. Note: ∗ indicates that the CMC
estimator simply gave an estimate of 0.

θ 100 2,500 5,000 7,500 10,000
L̃ -9.89e-3 -1.27e-2 -1.28e-2 -1.27e-2 -1.27e-2

L̂CMC 1.29e-2 ∗ ∗ ∗ ∗
L̂IS 3.36e-4 2.96e-4 2.57e-4 2.31e-4 2.11e-4
L̂Q -3.19e-6 -5.03e-6 -5.31e-6 -5.56e-6 -5.98e-6

Also, the pdf of Sn can be estimated by numerical inversion of the Laplace transform. As
the approximations of L (θ) above are valid only for θ ∈ (0,∞), not θ ∈ C+, this restricts
the options for Laplace transform inversion algorithms. The Gaver–Stehfest algorithm
[158] and so-called power algorithms [24] can be used. We report on the results of using
the Gaver–Stehfest algorithm as implemented by Mallet [122].

Other options for estimating f(x) include numerically integrating the convolution equation
(typically this is viable only for small n), the conditional Monte Carlo method (as in
Example 4.3 on page 146 of [15]), and kernel density estimation. The following estimators
are reported: the conditional Monte Carlo estimator f̂Cond, f̃ := L −1◦L̃ , f̂IS := L −1◦L̂IS

and f̂Q := L −1 ◦ L̂Q.

The numerically inverted Laplace transforms are surprisingly accurate. Using common
random numbers for the L (θ) estimators was necessary, otherwise the inversion algo-
rithms became confused by the non-smooth input. The precision of the inversion algo-
rithms cannot be arbitrarily increased when using standard double-floating-point arith-
metic [3], so the software suite Mathematica was used. Yet this did not solve the
problem of the Gaver–Stehfest algorithm becoming unstable (and very slow) when trying
to increase the desired precision. Also, the inversion results became markedly poorer
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Table 2.2: Relative errors for estimators of f(x) for µ = 0 and Σ = [1, 0.5; 0.5, 1]. The
number of Monte Carlo repetitions for each x is R = 104 for f̂Cond, f̂IS and f̂Q.

x 0.01 1 1.5 2 3
f̂Cond -1.17e-1 2.20e-2 3.72e-3 5.21e-3 -4.60e-3
f̃ -7.03e-3 2.56e-2 1.79e-2 6.00e-2 3.82e-2
f̂IS 1.94e-3 1.43e-2 -6.13e-3 4.00e-2 3.68e-3
f̂Q 2.90e-4 1.11e-2 -9.04e-3 3.70e-2 2.44e-3

when f(x) exhibited high kurtosis (i.e., when det(Σ) became small).

2.7 Closing Remarks

The estimators above give an accurate, relatively simple, and computationally swift
method of computing the Laplace transform of the sum of dependent lognormals. We
have shown that the approximation’s error diminishes to zero (I(θ)→ 1) as θ →∞, and
that it is still accurate for small values of θ. One can find x∗—for each θ examined—
using a Newton–Raphson scheme, and Section 2.3 gives an accurate starting value for the
iterations.

2.A Remaining steps in the proof of Theorem 2.7

First we note that all the minimisations are convex problems and therefore have unique
solutions.

For the initial step of the algorithm let w be the solution of the minimisation problem
and let ei be the vector with 1 at coordinate i and zero at the other coordinates. Then
gi(ε) = (w + εei)>D(w + εei) is minimised at ε = 0. When wi < −1 the vector w + εei

is in the search set for all ε small. We therefore have g′i(0) = 0 which gives Di,w = 0.
When wi = −1 the vector w + εei is in the search set only for non-positive values of ε.
This implies g′i(0) ≤ 0 giving Di,w ≤ 0.

For the general recursive step we let u = wF0(k−1) and express wF−(k−1) in terms of u
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from the equations Di,w = 0, i ∈ F−(k − 1). The derivative of w>Dw with respect to
ui (i being the index inherited from w) is then

2Di,w + 2∂wF−(k−1)

∂ui
DF−(k−1)w = 2Di,w.

As above we find that the derivative of w>Dw with respect to ui at the minimising point
is zero when ui < 0 and less than or equal to zero when ui = 0.

What is left to prove is that F0(k) always has at least one element with Di, β ,k+1 < 0.
To this end define d1 = −β ,1 and dk = dk−1 − β ,k for k > 1. From the properties of β
we find

dF+(k),k = 0; dF∗(k),k = 1 and DF∗(k)dk > 0;

dF0(k),k = 1 and DF0(k)dk = 0; DF−(k)dk = 0.

Assume now that Di, β ,k+1 = 0 for all i ∈ F0(k). We show that this leads to a contradic-
tion. Using the assumption, β ,k+1 has the properties

βF+(k),k+1 = 0; βF∗(k),k+1 = 1;

βF0(k),k+1 ≤ 0 and DF0(k)β ,k+1 = 0; DF−(k)β ,k+1 = 0.

Combining the two displays we have

DF0(k)dk = DF0(k)β ,k+1, DF−(k)dk = DF−(k)β ,k+1.

Since dk and β ,k+1 are identical on F+(k − 1) and F∗(k − 1) the equations reduce to

D0

dF0(k),k

dF−(k),k

 = D0

βF0(k),k

βF−(k),k

 , where D0 =
DF0(k),F0(k) DF0(k),F−(k)

DF−(k),F0(k) DF−(k),F−(k)

 .
Since the matrix D0 is positive definite and dF0(k),k 6= βF0(k),k, we have reached a contra-
diction.
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Chapter 3

Orthonormal polynomial expansions
and densities of sums of lognormals

3.1 Introduction

The previous chapter considered approximating the SLN Laplace transform and used this
to approximate distribution’s pdf. This chapter discusses a different method where one
approximates the SLN pdf f using polynomials {pk}k∈N0 which are orthonormal w.r.t.
some reference pdf w. In the general formulation, one is interested in approximating a
target density g using the pdf w as reference. One then finds a series representation of
g/w of the form ∑∞

k=0 akpk, and then the approximation of g is

ĝ(x) = w(x)
K∑
k=0

akpk(x), (3.1)

for some suitable K. The most obvious connection to the sum of lognormals problem is
g = f , but for some choices of w we must take a different target g. In one case we set g
as the density of logS and transform back to get the approximation f̂(x) = ĝ(log x)/x.
In another case we set g as the exponentially tilted SLN pdf. The choice of w is a crucial
step, and three candidates for w are investigated, the pdfs of the normal, gamma, and
lognormal distributions.
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The form of the pk is classical for the normal distribution where it is the Hermite poly-
nomials and for the gamma where it is the generalised Laguerre polynomials, but for the
lognormal distributions it does not appear to be in the literature and we give here the
functional expression (Theorem 3.3). The Fenton–Wilkinson method may be seen as the
K = 2 case of w being lognormal (with g = f), and this choice of w may be the most
obvious one. However, we show that in the lognormal case the orthonormal polynomials
are not dense in L2(R, w(x) dx). This result is closely related to the lognormal distribu-
tion not being determined by its moments [99, 31] and indicates that a lognormal w is
potentially dangerous. For this reason, the rest of the chapter concentrates on taking the
reference distribution as normal (using the logarithmic transformation) or gamma (using
exponential tilting).

Applying orthogonal polynomial expansions to sums of lognormals is not a new idea; many
papers, whose motivation relates to pricing Asian options, have contributed to this task.
The earliest relevant work on this is from Turnbull and Wakeman [162], who constructed
an orthogonal polynomial expansion for the sum of correlated lognormals using a lognor-
mal reference distribution. Dufresne and Li refer state of this: “the convergence of those
. . . series has never been proved, and their theoretical convergence is highly unlikely” [68,
p. 1]. This conjecture is precisely what we have proved here, showing the incompleteness
of the lognormal orthogonal polynomials in L2(R, w(x) dx).

The next development was Dufresne [64] who tackled the related problem of pricing con-
tinuous Asian options — here the underlying average is A = 1

T

∫ T
0 eXt dt where {Xt}t∈[0,T ]

is a Brownian motion. They use an orthogonal polynomial expansion using a gamma
reference distribution, and sidestep the integrability problem by approximation the pdf of
1/A rather than A. The expansion’s coefficient are constructed from the moments of 1/A,
which are found using a recursive scheme of symbolic integrations in Mathematica.

Popovic and Goldsman [142] consider the problem pricing discrete Asian options — that
is, the underlying average is A = 1

n

∑n
i=1 eXi where {Xi}i∈N0 is a discretely observed

Brownian motion (they consider stock prices driven by other Lévy processes, e.g., the
variance-gamma process). They construct an orthogonal expansion of log(A) using a
normal reference distribution, and evaluate the coefficients using Monte Carlo (with some
variance reduction techniques). Dufresne and Li [68] take the same approach, but add in
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the theory which was missing by giving the conditions so that the orthogonal expansion
will converge. They also write the explicit form of an Asian option price given this
orthogonal polynomial approximation for log(A). Lastly, the paper from Chateau and
Dufresne [45], which is more recent than the contents of this chapter, ought to be noted
to complete this review.

As noted above, we are the first to derive the orthogonal polynomials w.r.t. the lognormal
reference, and prove their incompleteness in the relevant space. Our normal reference
approximation is applied to the logarithm of the sum, akin to [142] and [68]. The gamma
reference approximation is not applied to the reciprocal random variable, like [64], but to
the exponentially tilted sum of lognormal distribution.

After discussing the details of the orthonormal polynomials expansions in Sections 3.2
and 3.3, we proceed in Section 3.4 to show a number of numerical examples. The poly-
nomial expansions are compared to existing methods as Fenton–Wilkinson and a more
recent approximation in terms of log skew normal distributions [96], as well as to ex-
act values obtained by numerical quadrature in cases where this is possible or by Monte
Carlo density estimation. Section 3.4 also outlines an extension to statistical data sets
and non-Gaussian copulas. Appendix A contains a technical proof and Appendix B some
new material on the SLN Laplace transform.

3.2 Orthogonal polynomial representation of proba-
bility density functions

Let X be a random variable which has a density f . If f is unknown but the distribution
of X is expected to be close to some pdf w, one may use w as a first approximation to f
and next try to improve by invoking suitable correction terms.

In the setting of this chapter X is the sum of lognormal random variables and the cor-
rection terms are obtained by expansions in terms of orthonormal polynomials. Before
going into the details of the lognormal example, let us consider the general case.

Assuming all moments of w to be finite, the standard Gram–Schmidt orthogonalisation
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technique shows the existence of a set of polynomials {pk}k∈N0 which are orthonormal
in L2(R, w(x) dx) equipped with the usual inner product 〈g, h〉w and the corresponding
norm ‖g‖2. From Proposition 1.16, we know that if there is an α > 0 such that

∫
R

eα|x|w(x) dx <∞ , (3.2)

then the polynomials {pk}k∈N0 are complete in L2(R, w(x) dx). The implication is that if
f/w ∈ L2(R, w(x) dx), that is, if

∫
R

f(x)2

w(x)2w(x) dx =
∫
R

f(x)2

w(x) dx < ∞ , (3.3)

we may expand f/w as ∑∞k=0 akpk where

ak = 〈f/w, pk〉w =
∫
R
f(x)pk(x) dx = E [pk(X)] . (3.4)

This suggests that we use the form of (3.1) as an approximation of f in situations where
the pdf of X is unknown but the moments are accessible.

Remark 3.1. If the first m moments of X and w coincide, one has ak = 0 for k = 1,
. . . , m, which is a consequence of the linear independence of the orthogonal polynomials.
When choosing w, a possible guideline is therefore to match as many moments as possible.

Due to the Parseval relationship ∑∞
k=0 a

2
k = ‖f/w‖2, the coefficients of the polynomial

expansion, {ak}k∈N0 , tend toward 0 as k →∞. The accuracy of the approximation (3.1),
for a given order of truncation K, depends upon how swiftly the coefficients decay; note
that the L2(R, w(x) dx) loss of the approximation of f/w is ∑∞K+1 a

2
k. Note also that the

orthogonal polynomials can be specified recursively (see Thm. 3.2.1 of [160]) which allows
a reduction of the computing time required for the coefficients’ evaluation and makes it
feasible to consider rather large K.
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3.2.1 Normal reference distribution

A common choice as a reference distribution is the normal Normal(µ, σ2). The associated
orthonormal polynomials are given by

pk(x) = 1
k!2k/2Hk

(
x− µ
σ
√

2

)
, (3.5)

where {Hk}k∈N0
are the (physicists’) Hermite polynomials, defined in [160] for instance. If

f is continuous, a sufficient (and close to necessary) condition for f/w ∈ L2(R, w(x) dx)
is

f(x) = O(e−ax2) as x→ ±∞ with a > (4σ2)−1 . (3.6)

Indeed, we can write the integral in (3.3) as I1 + I2 + I3, the integrals over (−∞,−A),
[−A,A], resp. (A,∞). Note that I2 <∞ follows since the integrand is finite by continuity,
whereas the finiteness of I1, I3 is ensured by the integrands being O(e−bx2) where b =
2a− 1/2σ2 > 0. Similar arguments apply to conditions (3.10) and (3.13) below.

Example 3.2. The classical example of this technique (though not usually put in this
framework) is the Edgeworth expansion, which is almost identical to the Gram–Charlier
expansion of type A. Consider Y1, . . .Yn iid random variables where E[Yi] = µ and
Var[Yi] = ω2. The Edgeworth expansion coversX = (S−nµ)/(

√
nω) with the Normal(0, 1)

density as the reference pdf.

The Edgeworth example illustrates well several aspects of the theory. In the scenario of
Remark 3.1 with m = 2, condition (3.2) is trivially satisfied, but condition (3.3) requires
more attention. It actually fails unless f(x) decays very quickly as x→ ±∞, even in such
a basic example as the Yi being standard exponential (then f(x) is of order xn−1e−xn1/2

which multiplied by ex2/2 does not integrate). Nevertheless, the Edgeworth approach
has been observed to perform well even when condition (3.3) is not satisfied; in fact,
the condition is only sufficient, not necessary (Cramér [54] showed it can be relaxed to
E[eX2/4] <∞).

65



3.2.2 Gamma reference distribution

If X has support (0,∞), it is natural to look for a w with the same property. An
obvious candidate is the gamma distribution, denoted Gamma(r,m) where r is the shape
parameter and m the scale parameter. The pdf is

w(x) = xr−1e−x/m
mrΓ(r) , x ∈ R+ . (3.7)

The associated polynomials are given by

pn(x) = (−1)n
[

Γ(n+ r)
Γ(n+ 1)Γ(r)

]−1/2

Lr−1
n (x/m), n ∈ N0, (3.8)

where {Lr−1
n }n∈N0 denote the generalised Laguerre polynomials, see [160]; in Mathemat-

ica these are accessible via the LaguerreL function. The polynomials defined in (3.8)
satisfy the recurrence relationship

npn(x) =
(
x

m
− 2n− r + 2

)
pn−1(x)

√
n

n+ r − 1

− (n+ r − 2)pn−2(x)

√√√√ n(n− 1)
(n+ r − 1)(n+ r − 2) . (3.9)

The recurrence relationship will be employed later to speed up the computation of the
coefficients. A sufficient condition, similar to (3.6), for f/w ∈ L2(R, w(x) dx) is:

f(x) = O(e−δx) as x→∞ with δ > 1/2m, and

f(x) = O(xβ) as x→ 0 with β > r/2− 1 .
(3.10)

3.2.3 Lognormal reference distribution

We denote the lognormal distribution as eY ∼ Lognormal(µ, σ2) where Y ∼ Normal(µ, σ2).
It has support on R+. The polynomials orthogonal to the lognormal distribution are given
in the following proposition, to be proved in the Appendix:
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Theorem 3.3. The polynomials orthonormal w.r.t. the Lognormal(µ, σ2) pdf are

pk(x) = e− k
2σ2
2√

[e−σ2 ; e−σ2 ]k

k∑
i=0

(−1)k+ie−iµ− i
2σ2
2 ek−i(1, . . . , e(k−1)σ2)xi, (3.11)

for k ∈ N0 where the ei are the elementary symmetric polynomials

ei(x1, . . . , xk) =


1 for i = 0,∑

1≤j1<...<ji≤k xj1 . . . xji , for 1 ≤ i ≤ k,

0, for i > k,

(3.12)

and [x; q]n = ∏n−1
i=0 (1− xqi) is the q-Pochhammer symbol.

Remark 3.4. The result of Theorem 3.3 does not appear to be in the literature; the
closest reference seems to be a 1923 paper by Wigert [164] who considers the distribution
with pdf `e−`2 ln2(x)/

√
π, for x > 0, introduced by Stieljes [159, pp. 507–508] (later called

the Stieltjes–Wigert distribution). These polynomials are also mentioned in [49, pp. 172–
175].

The equivalent of condition (3.6) for f/w ∈ L2(R, w(x) dx) now becomes

f(x) = O(e−b log2 x) for x→ 0 and ∞ with b > (4σ2)−1 , (3.13)

which is rather mild. However, a key difficulty in taking the reference distribution as
lognormal is the following result related to the fact that the lognormal and the Stieltjes–
Wigert distributions are not characterised by their moments, see [99, 31, 48, 50]. Hence,
the orthogonal polynomials associated with the lognormal pdf and the Stieltjes–Wigert
pdf are also the orthogonal polynomials for some other distribution.

Proposition 3.5. The set of orthonormal polynomials in Theorem 3.3 is incomplete in
L2(R, w(x) dx). That is, span{pk}k∈N0 is a proper subset of L2(R, w(x) dx).

Proof. Let Y be a random variable whose distribution is the lognormal with pdf w(x) and
X a random variable with a distribution different from Y but with the same moments.
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Figure 3.1: Examples of orthogonal polynomial approximations using a
Normal(1.13, 0.232) reference converging to the target f with increasing K.

According to [31, pp. 201–202] such an X can be chosen such that fX/w is bounded and
hence in L2(R, w(x) dx). The projection of fX/w onto span{pk} is then

∞∑
k=0
〈fX/w, pk〉w pk =

∞∑
k=0

E [pk(X)] pk =
∞∑
k=0

E [pk(Y )p0(Y )] pk

= p0 = 1 6= fX/w,

where the first step used (3.4), the second step that the moments are the same (and
that p0 ≡ 1), and the third follows by orthogonality of the polynomials. This implies
fX/w ∈ L2(R, w(x) dx) \ span{pk} and the assertion.

3.2.4 Convergence of the estimators w.r.t. K

Orthogonal polynomial approximations generally become more accurate as the order of the
approximation K increases. Figure 3.1 shows a specific orthogonal polynomial approxima-
tion, f̂N (which involves a logarithmic transformation and is described in Section 3.3.2),
converging to the true SLN density f for increasing K. In this example, we take the SLN
distribution with µ = (0, 0, 0)>, Σii = 0.1, and ρ = −0.1.

Proposition 3.5 implies that orthogonal polynomial approximations with a lognormal ref-
erence distribution cannot be relied upon to converge to the desired target density but
may have a different limit (the orthogonal projection described there). The next plot,
Figure 3.2, illustrates this phenomenon. The approximation appears to converge, but
not to the target density. Our theoretical discussion suggests that this incorrect limit
density has the same moments as the target lognormal distribution, and this was verified
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Figure 3.2: Example of orthogonal polynomial approximations of f using a
Lognormal(0, 1.222) reference not converging to the Lognormal(0, 1.502) target.

numerically for the first few moments.

Lastly, it must be noted that we cannot in practice take K arbitrarily large, due to
numerical errors incurred in calculating the {ak} coefficients. Obviously this can be
overcome by using infinite precision operations, however this swiftly becomes prohibitively
slow. Software tools like Mathematica allow for arbitrarily large but finite precision,
which gives on the flexibility to choose a desired accuracy/speed trade-off. We use this
technology and select K ≤ 40.

3.3 Application to sums of lognormals

Now we turn to our main case of interest where X = S is a sum of lognormals. Specifically,

S = eX1 + . . .+ eXn , n ≥ 2 , (3.14)

where the vector X = (X1, . . . , Xn) is governed by a multivariate normal distribution
Normal(µ,Σ), where µ = (µ1, . . . , µn)> is the mean vector and Σ = (σij) the covariance
matrix. This distribution is denoted SumLognormal(µ,Σ), and hereafter f will be its
pdf. We are interested in computing the pdf when the summands exhibit dependency
(Σ is non-diagonal). This is an ambitious goal given that the pdf of the sum of two
iid lognormally distributed random variables is already unknown. The validity of the
polynomial approximations rely on the L2 integrability condition (3.3), which is difficult
to check because the pdf of S is not available. This challenge is solved by using asymptotic
results describing the left and the right tail of the distribution of S, which are collected
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in the following subsection.

3.3.1 Tail asymptotics of sums of lognormals

The tail asymptotics of f(x) are given in the following lemma, which simply collects the
results from Corollary 2 of [86] and Theorem 1 of [23].

Lemma 3.6. We have

f(x) = O(e−c1 ln(x)2) as x→ 0 and (3.15)

f(x) = O(e−c2 ln(x)2) as x→∞ (3.16)

where
c1 =

[
2 min
w∈∆

w>Σw
]−1

and c2 =
[
2 max
i=1,...,n

σii
]−1

,

with the notation that ∆ = {w |wi ∈ R+,
∑n
i=1wi = 1}.

We are also interested in the asymptotic behaviour of Z = ln(S) later in the chapter.
L’Hôpital’s rule gives us the asymptotic tails (extending [78]) of fZ(z) = ezf(ez) to be:

Corollary 3.7. We have

fZ(z) = O(e−c1z2) as z → −∞ and (3.17)

fZ(z) = O(e−c2z2) as z → +∞ (3.18)

where the constants are as in Lemma 3.6.

3.3.2 Sums of lognormals with a normal reference distribution

Consider transforming the sum to Z = ln(S) and expanding this density with orthogonal
polynomials using a normal distribution as reference. That is, our approximation to f

using a Normal(µ, σ2) reference is

f̂N(x) = 1
x
f̂Z (ln x) where f̂Z(z) = φµ,σ2(z)

K∑
i=1

ai pi(z) ,

70



with the normal pdf φµ,σ2 = w. The following result tells us when the integrability
condition fZ/w ∈ L2(R, w(x) dx) is satisfied.

Proposition 3.8. Consider Z = ln(S) where S ∼ SumLognormal(µ,Σ). Let w be the pdf
of the Normal(µ, σ2) distribution. We have fZ/w ∈ L2(R, w(x) dx) if

2σ2 > (2c2)−1 = max
i=1,...,n

Σii . (3.19)

Proof. It follows immediately by combining (3.6) and Corollary 3.7.

Computing the {âk}k∈N0 coefficients can be done using Crude Monte Carlo (CMC), as in

âk = 1
R

R∑
r=1

pn(lnSr) , S1, . . . , SR
iid∼ SumLognormal(µ,Σ) ,

for k = 0, . . . , K. We can use the same S1, . . . , SR for all âk together with a smooth-
ing technique called common random numbers [15, 80]. Note that a non-trivial amount
of computational time is typically spent just constructing the Hermite polynomials. In-
corporating the Hermite polynomial’s recurrence relation in our calculations achieved a
roughly 40× speed-up compared with using Mathematica’s HermiteH function.

3.3.3 Sums of lognormals with a gamma reference distribution

When w is the pdf of the Gamma(r,m) distribution, it makes little sense to expand f in
terms of {pk}k∈N0 as the integrability condition (3.10) fails, f/w 6∈ L2(R, w(x) dx). The
workaround consists in using orthogonal polynomials to expand the exponentially tilted
distribution, denoted SumLognormalθ(µ,Σ). This distribution’s pdf is

fθ(x) = e−θxf(x)
L (θ) , θ ≥ 0, (3.20)

where L (θ) = E[e−θS] is the Laplace transform of S. Asmussen et al. [19] investigated
the use of fθ(x) in approximating the left tail of S, and developed asymptotic forms and
Monte Carlo estimators of this density.

71



Remark 3.9. The use of gamma distribution and Laguerre polynomials links our ap-
proach to a well established technique called the Laguerre method. The expansion is an
orthogonal projection onto the basis of Laguerre functions constructed by multiplying
Laguerre polynomials and the square root of the exponential distribution with parameter
1. The method is described in [1]. Note also that the damping procedure employed when
integrability problems arise is quite similar to considering the exponentially tilted distri-
bution instead of the real one. The use of the gamma distribution as reference is applied
to actuarial science in [85, 84].

Using (3.10), we immediately obtain the following result which sheds light on how to
tune the parameters of the reference gamma distribution so the integrability condition
fθ/w ∈ L2(R, w(x) dx) is satisfied.

Proposition 3.10. Consider the random variable Sθ ∼ SumLognormalθ(µ,Σ), and let w
be the pdf of the Gamma(r,m) distribution. We have fθ/w ∈ L2(R, w(x) dx) if m > 1/2θ.

Hereafter we assume that the parameters r and m of the Gamma(r,m) reference distribu-
tion are chosen to satisfy Proposition 3.10’s conditions.

Our approximation—based upon rearranging (3.20)—is of the form

f̂(x) = eθxL (θ)f̂θ(x) = eθxL (θ)
K∑
k=0

akpk(x)w(x) . (3.21)

The coefficients ak = E[pk(Sθ)] can be estimated in (at least) three different ways: (i) using
CMC, (ii) using MC while importance sampling from the original SumLognormal(µ,Σ) dis-
tribution, or (iii) by directly computing the moments E[Skθ ]. The first method is nontrivial,
as simulating from fθ likely requires using acceptance-rejection (as in [19]). Options (ii)
and (iii) use

ak = E[pk(Sθ)] =: qk0 + qk1 E[Sθ] + · · ·+ qkk E[Skθ ] (3.22)

where {qki} are the coefficients in pk, and

E[Siθ] = E[Sie−θS]/L (θ) =: Li(θ)/L (θ) .

The Li(θ) notation was selected to highlight the link between E[Sine−θSn ] and the i-th
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derivative of L (θ). All three methods require access to the Laplace transform, and
method (iii) requires Li(θ), however none of L (θ) or Li(θ) are available in closed form.
Our approach to circumvent these problems is presented in the Appendix.

3.4 Numerical illustrations

We take several approximations f̂ and compare them against the benchmark of numerical
integration. One form of f particularly useful for numerical integration, in terms of fX the
density of X ∼ Lognormal(µ,Σ), is as a surface integral, f(s) = n−

1
2
∫

∆s
n
fX(x) dx, where

∆s
n = {x ∈ Rn

+ : ||x||1 = s}. Mathematica integrates this within a reasonable time for
n = 2 to 4 using NIntegrate and ParametricRegion). For n > 4 we qualitatively assess
the performance of the estimators by plotting them.

The error measure used is the L2([0,E[S]]) norm of f̂ − f . We focus on this region as it
is the hardest to approximate (indeed, Lemma 3.6 shows that just a single lognormal is a
theoretically justified approximation of the SLN right tail) and due to its special relevance
in applications, see for example the introduction of [19] and the references therein.

3.4.1 The estimators

We will compare the following approximations:

• the Fenton-Wilkinson approximation f̂FW, cf. [72], consists in approximating the
distribution of S by a single lognormal with the same first and second moment;

• the log skew normal approximation f̂Sk, cf. [96]1, is a refinement of Fenton–Wilkinson
by using a log skew normal as approximation and fitting the left tail in addition to
the first and second moment;

• the conditional Monte Carlo approximation f̂Cond , cf. Example 4.3 on p. 146 of [15],
uses the representation f(x) = E[P(S ∈ dx | Y )] for some suitable Y (here chosen

1Note that in [96], the formula for εopt contains an typographic error.
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as one of the normal random variables Xi occurring in (3.14)) and simulates the
conditional expectation;

• f̂N is the approximation described in Section 3.3.2 using a logarithmic transforma-
tion and the Hermite polynomials with a normal reference distribution;

• f̂Γ is the approximation described in Section 3.3.3 using exponential tilting and the
generalised Laguerre polynomials with a gamma reference distribution.

These approximations are all estimators of functions (i.e., not pointwise estimators, such
as in Chapter 2) and they do not take excessive computational effort to construct. The
first two, f̂FW and f̂Sk, only need µ and Σ and do not have any Monte Carlo element.
Similarly, the estimator f̂Γ when utilising the Gauss–Hermite quadrature described in
(3.31) in the Appendix does not use Monte Carlo. For the remaining approximations
we utilise the common random numbers technique, meaning that the same R = 105 iid
SumLognormal(µ,Σ) samples S = (S1, . . . , SR)> are given to each algorithm. Lastly,
all the estimators except f̂Γ satisfy

∫
R f̂(x) dx = 1. One problem with the orthogonal

polynomial estimators is that they can take negative values; this can easily be fixed, but
we do not make that adjustment here.

For f̂N, we take µ = E[Z] and σ2 = Var[Z], calculated using numerical integration.
The f̂Γ case is more difficult. Equation (3.21) shows that we must impose θm < 1 to
ensure that f̂Γ(x) → 0 as x → ∞. Exploring different parameter selections showed that
fixing θ = 1 worked reasonably well. Moment matching fθ to w leads to the selection
of m and r. The moments of Xθ ∼ fθ are estimated by ÊXθ = L̂1(θ)/L̂0(θ) and
V̂arXθ = L̂2(θ)/L̂0(θ)− ÊXθ

2
where the approximation uses Gauss–Hermite quadrature

(3.31); for this we use H = 64, 32, 16 for n = 2, 3, 4 respectively (and CMC for n > 4).

With these regimes, parameter selection for the reference distributions is automatic, and
the only choice the user must make is in selecting K. In these tests we examined various
K from 1 to 40, and show the best approximations found. The source code for these tests
is available online at [16], and we invite readers to experiment with the effect of modifying
K, θ and the parameters of the reference distributions.

For each test case with n ≤ 4 we plot the f̂(x) and f(x) together and then f̂(x) − f(x)
over x ∈ (0, 2E[S]). A table then shows the L2 errors over (0,E[S]).
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1 2 3 4 5

0.05
0.10
0.15
0.20
0.25
0.30
0.35

1 2 3 4 5

-0.010

-0.005

0.005

0.010

fFW

fSk

fCond

fN

fΓ

f

f̂FW f̂Sk f̂Cond f̂N f̂Γ

L2 8.01×10−2 4.00×10−2 1.56×10−3 1.94×10−3 2.28×10−3

Test 1: µ = (0, 0), diag(Σ) = (0.5, 1), ρ = −0.2. Reference distributions used are
Normal(0.88, 0.712) and Gamma(2.43, 0.51) with K = 32, 16 resp.

1 2 3 4 5 6 7

0.05
0.10
0.15
0.20
0.25

1 2 3 4 5 6 7

-0.002

-0.001

0.001

0.002

fFW

fSk

fCond

fN

fΓ

f

f̂FW f̂Sk f̂Cond f̂N f̂Γ

L2 1.02×10−2 3.49×10−3 1.78×10−3 7.86×10−4 7.24×10−4

Test 2: µ = (−0.5, 0.5), diag(Σ) = (1, 1), ρ = 0.5. Reference distributions used are
Normal(0.91, 0.902) and Gamma(2.35, 0.51) with K = 32, 16 resp.
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2 4 6 8 10

0.05

0.10

0.15

0.20

2 4 6 8 10

-0.002

-0.001

0.001

fFW

fSk

fCond

fN

fΓ

f

f̂FW f̂Sk f̂Cond f̂N f̂Γ

L2 9.48×10−3 3.71×10−3 1.60×10−3 1.18×10−3 3.53×10−4

Test 3: n = 3, µi = 0, Σii = 1, ρ = 0.25. Reference distributions used are
Normal(1.32, 0.742) and Gamma(3, 0.57) with K = 7, 25 resp.

2 4 6 8 10 12

0.05

0.10

0.15

2 4 6 8 10 12

-0.003
-0.002
-0.001

0.001
0.002

fFW

fSk

fCond

fN

fΓ

f

f̂FW f̂Sk f̂Cond f̂N f̂Γ

L2 1.82×10−2 6.60×10−3 1.90×10−3 1.80×10−3 1.77×10−4

Test 4: n = 4, µi = 0, Σii = 1, ρ = 0.1. Reference distributions used are
Normal(1.32, 0.742) and Gamma(3.37, 0.51) with K = 18, 18 resp.

The following test case shows the density approximations for a large n.
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2 4 6 8 10

0.05

0.10

0.15

0.20

2 4 6 8 10

-0.003

-0.002

-0.001

0.001

fN

fΓ

f

Test 6: Sum of 3 Lognormal(0, 1) random variables with Clayton(10) copula (i.e., τ = 5
6).

Reference distributions used are Normal(1.46, 0.712) and Gamma(8.78, 0.25) with K = 40.
The L2 errors of f̂N and f̂Γ are 2.45× 10−3 and 2.04× 10−3 respectively.

5 10 15 20

0.1

0.2

0.3

f

FW

f

Sk

f

Cond

f

N

f

Γ

Test 5: Sum of 10 iid Lognormal(0, 0.1) random variables. Reference distributions used
are Normal(2.35, 0.232) and Gamma(12.61, 0.25) with K = 18, 35 resp.

Finally, we fit f̂N and f̂Γ to simulated data (105 replications) for the sum of lognor-
mals with a non-Gaussian dependence structure. Specifically, we take the sum of n = 3
standard lognormal random variables with a Clayton copula, Clayton(θ), defined by its
distribution function

CCl
θ (u1, . . . , un) =

(
1− n+

n∑
i=1

u−θi

)−1/θ
, for θ > 0 .

The Kendall’s tau correlation of the CCl
θ copula is τ = θ/(θ + 2) [124].

Our overall conclusion of the numerical examples is that no single method can be con-
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sidered as universally superior. Of the methods in the literature, the log skew normal
approximations is generally better than Fenton-Wilkinson, which is unsurprising given it
is an extension introducing one more parameter. The estimators, f̂N and f̂Γ, based on
orthogonal polynomial approximation techniques, are very flexible. They also display at
least as good and sometimes better pdf estimates over the interval (0,E[S]) and their
periodic error indicates that they would supply even more accurate cdf estimates. One
should note, however, that their performance relies on the tuning of parameters and that
somewhat greater effort is involved in their computation (though this is mitigated through
the availability of the software in [16]).

An interesting feature of f̂N and f̂Γ is that the Clayton copula example indicates some
robustness to the dependence structure used. In view of the current interest in financial
applications of non-Gaussian dependence this seems a promising line for future research.

3.A Proof of Proposition 3.3

Proof. The polynomials which are orthogonal with respect to the lognormal distribution
will be derived using the general formula (1.12). The moments of the Lognormal(µ, σ2)
distribution are given by mn = pnqn

2 , where p = eµ and q = eσ
2

2 . Consider

Hn =



1 pq · · · pnqn
2

pq p2q4 pn+1q(n+1)2

... ... ...

pn−1q(n−1)2
pnqn

2 · · · p2n−1q(2n−1)2

pnqn
2

pn+1q(n+1)2 · · · p2nq(2n)2


, n ∈ N+ , (3.23)
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and denote by Rk the k-th row and by C` the `-th column. Apply the elementary opera-
tions Rk+1 → p−kq−k

2
Rk+1, and C`+1 → p−`q−`

2
C`+1 for k, ` = 0, . . . , n to get

An =



1 α0 · · · αn0

1 α1 · · · αn1
... ... ...

1 αn−1 · · · αnn−1

1 αn · · · αnn


, n ∈ N+ (3.24)

where αi = q2i. As An is a Vandermonde matrix, det(An) = ∏n
i=0

∏n
j=i+1(αj − αi), and

det(Hn) = pn(n+1)q
n(n+1)(2n+1)

3 det(An) (3.25)

= pn(n+1)q
n(n+1)(2n+1)

3

n∏
i=1

(−1)iq2(n−i)i[q2; q2]i . (3.26)

Next, expand det(H̃n(x)) with respect to the last row to get

pn(x) = 1√
det(Hn−1) det(Hn)

n∑
k=0

(−1)n+k det(Cn,k)xk, (3.27)

where Cn,k is k-th co-factor of Hn (i.e., Hn with the last row and the (k + 1)-th column
removed). Perform the same elementary operations as before on Cn,k to get

det(Cn,k) = pn
2−kq

2n3+n
3 −k2 det(An,k) (3.28)

where

An,k =



1 α0 · · · αk−1
0 αk+1

0 · · · αn0

1 α1 · · · αk−1
1 αk+1

1 · · · αn1
... ... ... ... ...

1 αn−1 · · · · · · · · · · · · αnn−1


.

Using the definition of Schur polynomials, it is clear that

det(An,k) = sλ(k)(α0, . . . , αn−1) det(An−1)
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where λ(k) = (1n−k,0k). With these λ(k), the Schur polynomials simplify to the elemen-
tary symmetric polynomials, so

det(An,k) = en−k(α0, . . . , αn−1) det(An−1) . (3.29)

Combining (3.28), (3.29), and (3.25) yields

det(Cn,k) = pn
2−kq

2n3+n
3 −k2

en−k(α0, . . . , αn−1) det(An−1)

= pn
2−kq

2n3+n
3 −k2

en−k(α0, . . . , αn−1)p−n2+nq−
(n−1)n(2n−1)

3 det(Hn−1)

= pn−kqn
2−k2

en−k(α0, . . . , αn−1) det(Hn−1) .

So, substituting this into the (3.27) gives

pn(x) = 1√
det(Hn−1) det(Hn)

n∑
k=0

(−1)n+kpn−kqn
2−k2

en−k(α0, . . . , αn−1) det(Hn−1)xk

=

√√√√det(Hn−1)
det(Hn) pnqn

2
n∑
k=0

(−1)n+kp−kq−k
2
en−k(α0, . . . , αn−1)xk .

The constant det(Hn−1)/ det(Hn) can be handled using (3.26)

det(Hn−1)
det(Hn) = p−2nq−2n2 q−n(n−1)

(−1)n[q2; q2]n
= p−2nq−3n2+n

|[q2; q2]n|
.

Finally, simplify this constant using qn+n2
/|[q2; q2]n| = 1/[q−2; q−2]n to get (3.11).

3.B Computing the coefficients of the expansion {ak}k∈N0

in the gamma case

We extend here the above techniques to construct an approximation for Li(θ). We note
that Li(θ) ∝

∫
Rn exp{−hθ,i(x)} dx where

hθ,i(x) = −i ln(1>eµ+x) + θ1>eµ+x + 1
2x
>Σ−1x , i ∈ N0 .
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This uses the notation of the previous chapter, where for example, ex = (ex1 , . . . , exn)>.
Next, define x∗ as the minimiser of hθ,i (calculated numerically), and consider a second
order Taylor expansion of hθ,i about x∗. Denote L̃i(θ) as the approximation of Li(θ) in
which hθ,i is replaced by this Taylor expansion. Simplifying yields

L̃i(θ) = exp{−hθ,i(x∗)}√
|det(ΣH)|

(3.30)

where H , the Hessian of hθ,i evaluated at x∗, is

H = i
eµ+x∗(eµ+x∗)>

(1>eµ+x∗)2 + Σ−1 − diag(Σ−1x∗) .

As θ →∞ we have L̃i(θ)→ Li(θ). We rewrite Li(θ) = L̃i(θ)Ii(θ) and estimate Ii(θ) as
follows.

Proposition 3.11. The moments of the SumLognormalθ(µ,Σ) distribution, denoted Li(θ),
can be written as Li(θ) = L̃i(θ)Ii(θ), where L̃i(θ) is in (3.30), and

Ii(θ) =
√
|det(ΣH)| v(0)−1 E[v(Σ 1

2Z)]

for Z ∼ Normal(0, I), and

v(z) = exp{i ln(1>eµ+x∗+z)− θ1>eµ+x∗+z − (x∗)>Σ−1z} .

Proof. Substitute x = x∗ +H− 1
2y into Li(θ), then multiply by exp{± some constants}:

Li(θ) =
∫
Rn

(2π)−n2√
|det(Σ)|

exp{i log(1>eµ+x)− θ1>eµ+x − 1
2x
>Σ−1x} dx

= L̃i(θ) exp{−i log(1>eµ+x∗) + θ1>eµ+x∗}

×
∫
Rn

(2π)−n2 exp{i log(1>eµ+x∗+H−
1
2 y)− θ1>eµ+x∗+H−

1
2 y

− (x∗)>Σ−1H−
1
2y − 1

2y
>(ΣH)−1y} dy .

That is, Li(θ) = L̃i(θ)Ii(θ). In Ii(θ), take the change of variable y = (ΣH) 1
2z, and the
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result follows.

Remark 3.12. The form of Ii(θ) naturally suggests evaluation using Gauss–Hermite
quadrature:

L̂i(θ) = exp{−hθ,i(x∗)}
v(0)πn/2

H∑
i1=1
· · ·

H∑
in=1

v(Σ 1
2z)

n∏
j=1

wij (3.31)

where z = (zi1 , . . . , zin)>, the set of weights and nodes {(wi, zi) : 1 ≤ i ≤ H} is specified
by the Gauss–Hermite quadrature algorithm, and H ≥ 1 is the order of the approximation.
This approximation is accurate, especially so when the i in Li becomes large. Even for
L (= L0) this method appears to outperform the quasi-Monte Carlo scheme outlined in
Chapter 2.

Thus, with L̂i(θ) given in (3.31), we can now estimate the coefficients. The three methods
correspond to

1. âk = R−1∑R
r=1 pk(Sr), for S1, . . . , SR iid∼ fθ(x),

2. âk = ∑k
j=0 qkj Ê[Sjθ ] = qk0 + (R L̂ (θ))−1∑k

j=1 qkj
∑R
r=1 S

j
re−θSr , from (3.22), where

S1, . . . , SR iid∼ f(x),

3. âk = qk0 + L̂ (θ)−1∑k
j=1 qkj L̂j(θ).

In the numerical illustrations, we switched between using methods (2) and (3) for large
and small n respectively. Algorithms for efficient simulation from fθ is work in progress.
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Chapter 4

Two numerical methods to evaluate
stop-loss premiums

4.1 Introduction

Consider the random variable
SN =

N∑
k=1

Uk,

where N is a counting random variable and {Uk}k∈N0 is a sequence of random variables
which are iid, non-negative, and independent of N . We denote the pdf of SN as fSN , and
its survival function as

F SN (x) = P(SN > x), for x ≥ 0.

This chapter concerns approximations of fSN and F SN though we begin with a discussion
of how SN is used in actuarial science.

Frequently SN models the aggregated losses of a non-life insurance portfolio over a given
period of time—here N represents the number of claims and Uk the claim sizes—yet other
applications also exist. Actuaries and risk managers typically want to quantify the risk
of large losses by a single comprehensible number, a risk measure.
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One popular risk measure is the VaR. In actuarial contexts, the VaR at level α ∈ (0, 1)
is defined such that the probability of (aggregated) losses exceeding the level VaR is at
most 1 − α. Following the European recommendation of the Solvency II directive, the
standard value for α is 0.995, see [102]. It is used by risk managers in banks, insurance
companies, and other financial institutions to allocate risk reserves and to determine
solvency margins. Also, we have stop-loss premiums which are risk measures that are
commonly used in reinsurance agreements.

A reinsurance agreement is a common risk management contract between insurance com-
panies, one called the cedant and the other the reinsurer. Its aim is to keep the cedant’s
long-term earnings stable by protecting the cedant against large losses. The reinsurer
absorbs part of the cedant’s loss, say f(SN) where 0 ≤ f(SN) ≤ SN , leaving the cedant
with If (SN) = SN − f(SN). In return, the cedant pays a premium linked to

Π = E[f(SN)],

under the expected value premium principle.

In practice, there are a variety of reinsurance designs from which an insurer can choose.
We focus in this work on the stop-loss reinsurance treaty associated with the following
ceded loss function

f(SN) = (SN − a)+, a ≥ 0,

where a is referred to as the retention level or priority. The ratemaking of the stop-loss
reinsurance policy requires the evaluation of

Πa(SN) = E [(SN − a)+] , (4.1)

also known as the usual stop loss premium.

One variation is the limited stop-loss function,

f(SN) = min[(SN − a)+, b], b ≥ 0, (4.2)

where b is called the limit. The limited stop-loss function (4.2) is very appealing in
practice because it prevents the cedant from over-estimating their losses and therefore
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over-charging the reinsurer. Also, the change-loss function is defined as

f(SN) = c(SN − a)+, 0 ≤ c ≤ 1,

which is in between stop-loss and quota-share reinsurance. The ratemaking in each case
requires the expectation in (4.1).

From a practical point of view, a reinsurance treaty over the whole portfolio is less ex-
pensive to handle than one which involves claim-by-claim management. It also grants
protection in the event of an unusual number of claims, triggered for instance by a nat-
ural disaster. From a theoretical point of view, it is well known that the stop-loss ceded
function allows one to minimise the variance of the retained loss for a given premium level,
see for instance the monograph of Denuit et al. [60]. Recently, it has been shown that
stop-loss reinsurance is also optimal when trying to minimise the VaR and the expected
shortfall of the retained loss, see the works of Cai et al. [40], Cheung [46], and Chi and Tan
[47]. Note that some other ceded loss functions appear in their work, there are however
very close to the stop-loss one.

Unfortunately, one is seriously constrained when calculating these quantities analytically,
as there are only a few cases where either the pdf or the survival function is available in
a simple tractable form. To estimate the VaR or the stop-loss premium we must find fast
and accurate approximations for these functions.

We discuss the use of an approximation of the pdf in terms of the gamma density and its
orthonormal polynomials. This method has been studied in the recent works of Goffard et
al. [84] and Jin et al. [103]. We emphasise here the computational aspect of this numerical
method and detail some practical improvements. An exponential change of measure can
be used to recover the pdf of SN when the claim sizes are governed by a heavy-tailed
distribution. This refinement has been successfully applied in Chapter 3 to recover the
density of the sum of lognormally distributed random variables.

This method is compared to a numerical inversion of the Laplace transform which is
known to be efficient to recover the survival function of a compound distribution. The
critical step in Laplace inversion is to select which numerical integration technique to
apply. We implement a method inspired by the work of Abate and Whitt [2] which is
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very similar to the method of Rolski et al. [149, Chapter 5, Section 5]. An approximation
of the stop-loss premium is then proposed relying on the connection with the survival
function of the equilibrium distribution of SN . Note that Dufresne et al. [67] successfully
applied a Laplace inversion based technique to the evaluation of stop-loss premiums.

To close, we want to emphasise the fact that the numerical methods also apply in a risk
theory framework. The infinite-time ruin probability in the compound Poisson ruin model
is equal to the survival function of a compound geometric distribution. The polynomial
approximation and the Laplace inversion methods have been employed, and compared to
solve this particular problem in the work of Goffard et al. [85]. We add a more original
application by noting that the finite-time non-ruin probability with no initial reserves,
again under the classical risk model assumptions, may be rewritten as the stop-loss pre-
mium associated with a compound Poisson distribution where the priority is expressed in
terms of the premium rate and the time horizon.

The rest of the chapter is organised as follows. Section 4.2 introduces compound distribu-
tions, and details their role in risk theory. Section 4.3 presents the approximation method
based on orthogonal polynomials. Section 4.4 presents the approximation through the
numerical inversion of the Laplace transform. Section 4.5 is devoted to numerical illus-
trations where the performances of the two methods are compared; the Mathematica
code used is available online [83].

4.2 Compound distributions and risk theory

We introduce compound distributions along with a brief account of their importance in
risk modeling.

4.2.1 Compound distributions

Let SN = ∑N
k=1 Uk be the aggregated claim amounts associated with a non-life insurance

portfolio over a fixed time period. The number of claims, also called the claim frequency,
is modeled by a counting random variable N having a probability mass function fN . The
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claim sizes form a sequence {Uk}k∈N0 of iid non-negative random variables with common
pdf fU . We further assume that the claim sizes are independent from the claim frequency.

As SN = 0 whenever N = 0 (assuming this occurs with positive probability), the distri-
bution of SN is the sum of a singular part (the probability mass P(SN = 0) = fN(0) > 0)
and a continuous part (describing SN where N > 0) with a defective pdf f+

SN
and cdf F+

SN
.

From the law of total probability, we have

f+
SN

(x) =
∞∑
n=1

fN(n)f ∗nU (x), x ≥ 0. (4.3)

This density is intractable because of the infinite series. Furthermore, the summands
are defined by repeated convolution of fU with itself which are rarely straightforward
to evaluate. The methods presented in this work rely on the knowledge of the Laplace
transform of SN , given by

LSN (t) = GN [LU(t)] ,

where GN(t) := E[tN ] is the probability generating function of N . The simple expression
of the Laplace transform has made possible the use of numerical methods involving the
moments or transform inversion to recover the distribution of SN . The distribution is
typically recovered using Panjer’s algorithm or a Fast Fourier Transform algorithm based
on the inversion of the discrete Fourier transform; these two methods are compared in
the work of Embrechts and Frei [70]. Our orthogonal polynomial method involves the
standard integer moment sequence for SN , in contrast to more exotic types of moments
used by some recent methods. Gzyl and Tagliani [88] uses the fractional moments within a
max-entropic based method, while Mnatsakanov and Sarkisian [128] performs an inversion
of the scaled Laplace transform via the exponential moments. In addition to proposing
an approximation for the survival function of SN , we provide an efficient way to compute
the usual stop-loss premium (4.1) for reinsurance applications.
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4.2.2 Risk theory

In the classical risk model, the financial reserves of a non-life insurance company are
modeled by the risk reserve process {R(t), t ≥ 0}, defined as

R(t) = u+ ct−
N(t)∑
k=1

Uk.

The insurance company holds an initial capital of amount R(0) = u ≥ 0, and collects
premiums at a constant rate of c > 0 per unit of time. The number of claims up to time
t ≥ 0 is governed by a homogeneous Poisson process {N(t), t ≥ 0} with intensity λ. The
claim sizes are iid non-negative random variables independent from N(t).

One of the goals of risk theory to evaluate an insurer’s ruin probability, that is, the
probability that the financial reserves eventually fall below zero. Of interest are both the
finite-time ruin probability ψ(u, T ) and the infinite-time ruin probability, also called the
probability of ultimate ruin, ψ(u), which are defined as

ψ(u, T ) = P
(

inf
0≤t≤T

R(t) ≤ 0
)
,

and
ψ(u) = P

(
inf
t≥0

R(t) ≤ 0
)
.

These probabilities are often reformulated (for mathematical convenience) in terms of the
associated claims surplus process {S(t), t ≥ 0},

S(t) =
N(t)∑
k=1

Uk − ct, t ≥ 0,

specifically,

ψ(u, T ) = P
(

sup
0≤t≤T

S(t) ≥ u
)

and ψ(u) = P
(

sup
t≥0

S(t) ≥ u
)
.

For a general background on risk theory and the evaluation of ruin probabilities, we refer
the reader to the monograph of Asmussen and Albrecher [14].
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The first connection between compound distributions and ruin probabilities is the follow-
ing. If the net benefit condition is satisfied, i.e. if the premium rate exceeds the average
cost of aggregated claims per unit of time, then the infinite-time ruin probability is given
by the survival function of a geometric compound distribution. More precisely,

ψ(u) = P
(
SN :=

N∑
k=1

U∗k > u
)

= (1− ρ)
∞∑
n=1

ρnF
∗n
U∗(u),

with N ∼ Geom0(ρ), ρ = λE[U ]/c < 1, and with iid U∗k with pdf fU∗(x) = F U(x)/E[U ].
This result is known as the Pollaczeck–Khinchine formula, see for instance Asmussen and
Albrecher [14, Chapter IV, (2.2)]. Thus it is possible to evaluate the infinite-time ruin
probability via Panjer’s algorithm. If we are able to determine the Laplace transform of
V then we can also apply the polynomial method of Goffard et al. [84], the fractional
moment based method of Gzyl et al. [87], and the exponential moments based method of
Mnatsakanov et al. [129].

The second connection links the finite-time ruin probability with no initial reserves to the
stop-loss premium associated with a compound distribution. If N(t) ∼ Poisson(λt) (i.e.
claims arrive as a homogeneous Poisson process) then the finite-time ruin probability is
given by

ψ(0, T ) = 1− 1
cT

∫ cT

0
P
(N(T )∑

i=1
Ui ≤ x

)
dx . (4.4)

This implies ψ(0, T ) = E[min(SN(T ), cT )]/cT where SN(T ) := ∑N(T )
i=1 Ui, and hence

ψ(0, T ) = 1
cT

E[min(SN(T ), cT )]

= (cT )−1{E[N(T )] E[U1]− ΠcT (SN(T ))} . (4.5)

Lefèvre and Picard [118, Corollary 4.3] show that equations (4.4) and (4.5) hold in the
more general case where the claim arrival process forms a mixed Poisson process. This
connection has been exploited recently in Lefèvre et al. [119] where the influence of the
claim size distribution on the ruin probabilities is studied via stochastic ordering consid-
erations.
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4.3 Orthogonal polynomial approximations

4.3.1 Approximating general density functions

Let X be an arbitrary random variable with pdf fX .1 We assume that the density is
unknown and we propose an approximation of the form

f̂X(x) =
K∑
k=0

akpk(x)w(x). (4.6)

where w is the reference density. The {pk}k∈N0 are the polynomials which are orthonormal
with respect to w, just as in Chapters 1 and 3.

Just as earlier, we can generate the polynomials by the Gram–Schmidt procedure if w
admits moments of all orders (i.e. ∀n ∈ N0 : E[|X|n] <∞ where X ∼ w), and the resulting
polynomials are complete in L2(R, w(x) dx) if

∫
R es|x|w(x) dx <∞ for some s > 0.

Therefore, if fX/w ∈ L2(R, w(x) dx) we have

fX(x)/w(x) =
∞∑
k=0
〈fX/w, pk〉wpk(x) . (4.7)

We label the coefficients as ak = 〈fX/w, pk〉w = E[pk(X)] and rearrange (4.7) to be

fX(x) =
∞∑
k=0

akpk(x)w(x). (4.8)

The approximation (4.6) follows by simply truncating the series to K + 1 terms.

Typical choices of reference distributions are ones that belong to a Natural Exponen-
tial Family with Quadratic Variance Function (NEF-QVF) which includes the normal,
gamma, hyperbolic, Poisson, binomial, and Pascal distributions. This family of distribu-
tions is convenient as the associated orthogonal polynomials are classical, see the charac-
terisation by Morris [130]. The polynomials are known explicitly, so the time-consuming
Gram–Schmidt orthogonalisation procedure is unneccessary. Furthermore, it has been

1This section is written from the perspective of approximating a pdf, however the main results also
hold if applied to a defective density.
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shown in a paper by Provost [143] that the recovery of unknown densities from the knowl-
edge of the moments of the distribution naturally leads to an approximation in terms
of the gamma density and Laguerre polynomials when X admits R+ as support, and in
terms of the normal density and Hermite polynomials when X has R as support.

4.3.2 Approximating densities of positive random variables

To approximate the pdf for positive X, a natural candidate for the reference density
is the gamma density. It has been proven to be efficient in practice, see the work of
Goffard et al. [84, 85], and Jin et al. [103]. The work of Papush et al. [140] showed that
among the gamma, normal and lognormal distributions, the gamma distribution seems
to be better suited to model certain aggregate losses. The lognormal distribution is a
problematic choice. Even though the orthogonal polynomials are available in a closed
form (see Section 3.A), Proposition 3.5 shows that they are incomplete in L2(R, w(x) dx).
The case of the inverse Gaussian as basis received a treatment in the work of Nishii [135],
where it is shown that the only way to get a complete system of polynomials is by using
the Gram–Schmidt orthogonalisation procedure. Differentiating the density (as it is done
in the case of NEF-QVF) does not lead to an orthogonal polynomial system, and starting
from the Laguerre polynomials leads to a system of orthogonal functions which is not
complete. A solution might be to exploit the bi-orthogonality property pointed out in the
work of Hassairi and Zarai [93]. To close this review of reference densities, we mention the
work of Nadarajah et al. [132] where Weibull and exponentiated exponential distributions
are considered as reference density.

Consider w to be the pdf of the Gamma(r,m) distribution and the associated orthonormal
polynomials are given by

pn(x) = (−1)n
(
n+ r − 1

n

)− 1
2

Lr−1
n

( x
m

)
= (−1)n

(
Γ(n+ r)

Γ(n+ 1)Γ(r)

)− 1
2

Lr−1
n

( x
m

)
,

where {Lr−1
n }n∈N0 are the generalised Laguerre polynomials,

Lr−1
n (x) =

n∑
i=0

(
n+ r − 1
n− i

)
(−x)i
i! =

n∑
i=0

Γ(n+ r)
Γ(n− i+ 1)Γ(r + i)

(−x)i
i! , n ≥ 0,
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cf. the classical book by Szegö [160].

Lemma 4.1. If w is the pdf of the Gamma(r,m) distribution, the polynomial expansion
(4.8) may be rewritten as

fX(x) =
∞∑
i=0

ciγ(r + i,m, x) , (4.9)

where

ci =
∞∑
k=i

ak
(−1)i+k
i! (k − i)!

√√√√k!Γ(k + r)
Γ(r) , (4.10)

and the function γ(r,m, x) is the pdf of the Gamma(r,m) distribution.

Proof. If we change the sum in (4.8) from iterating over Laguerre polynomials to iterating
over monomials we get

fX(x) =
∞∑
k=0

akpk(x)γ(r,m, x) =
∞∑
i=0

bix
iγ(r,m, x) ,

where

bi =
∞∑
k=0

Coefficient(xi, akpk(x)) = (−1)i
mii!

∞∑
k=i

ak(−1)k
(
k + r − 1

k

)− 1
2
(
k + r − 1
k − i

)
.

We also note that
xiγ(r,m, x) = miΓ(r + i)

Γ(r) γ(r + i,m, x),

so
fX(x) =

∞∑
i=0

bim
iΓ(r + i)

Γ(r) γ(r + i,m, x) =
∞∑
i=0

ciγ(r + i,m, x),

where we have set ci = bim
iΓ(r + i)/Γ(r).

Remark 4.2. When r = 1 (that is, when w(x) is the pdf of an exponential distribution)
the formula for ci, (4.10), simplifies to

ci =
∞∑
k=i

ak(−1)i+k
(
k

i

)
.
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The expression of the pdf in (4.9) resembles the one of an Erlang mixture, which are
extensively used for risk modeling purposes, cf. Willmot and Woo [166], Lee and Lin
[117], and Willmot and Lin [165]. However, the ci defined in (4.10) do not form a proper
probability mass function as they are not always positive. Hence our approximation
cannot be considered as an approximation through an Erlang mixture although it enjoys
the same features when it comes to approximating the survival function and the stop-loss
premium as shown in the following result.

Proposition 4.3. Letting Γu(r,m, x) be the survival function of the Gamma(r,m) distri-
bution, we have:

(i) the survival function of X is given by

F X(x) =
∞∑
i=0

ciΓu(r + i,m, x) for x ≥ 0 , (4.11)

(ii) the usual stop-loss premium of X with priority a ≥ 0 is given by

E
[
(X − a)+

]
=
∞∑
i=0

ci [m(r + i)Γu(r + i+ 1,m, a)− aΓu(r + i,m, a)] . (4.12)

Proof. If fX/w ∈ L2(R, w(x) dx) then Lemma 4.1 allows us to write fX as in (4.9), and
integrating this over [x,∞) yields the formula (4.11). Now consider the usual stop-loss
premium of X, and note that

E [(X − a)+] =
∫ ∞
a

(x− a)fX(x) dx

=
∫ ∞
a

xfX(x) dx− aF X(a). (4.13)

Then notice that for every i ∈ N+, we have that

∫ ∞
a

x γ(r + i,m, x) dx =
∫ ∞
a

x
xr+i−1e−x/m
Γ(r + i)mr+i dx

= m
Γ(r + i+ 1)

Γ(r + i)

∫ ∞
a

xr+ie−x/m
Γ(r + i+ 1)mr+i+1 dx

= m(r + i)Γu(r + i+ 1,m, a). (4.14)
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Therefore substituting (4.9) and (4.11) into (4.13) and simplifying with (4.14) yields
(4.12).

Let us make the connection between our approach and Erlang mixture more precise.
Assuming that fX/w ∈ L2(R, w(x) dx) then taking the Laplace transform on both side of
(4.9) yields

LX(s) =
∞∑
i=0

ci

( 1
1 + sm

)r+i
=
( 1

1 + sm

)r
P
( 1

1 + sm

)
,

where P(z) = ∑∞
i=1 ciz

i denotes the generating function of the {ci}i∈N0 coefficients. Now
setting z = 1

1+sm allows to express the generating function P(z) in terms of the Laplace
transform of X as

P(z) = z−rLX

(1− z
zm

)
.

Remark 4.4. The approximation through an Erlang mixture consists in approximating
the pdf of a nonnegative random variable X as

fX(x) =
∞∑
i=1

ciγ(i,m, x), for x ≥ 0.

The function P(z) becomes then the probability generating function (pgf) of a counting
random variable M , where ci = P(M = i), for i ≥ 1.

The next example is designed to shed light on the link between our polynomial expansion
and an Erlang mixture.

Example 4.5. Suppose that we are interested in approximating the pdf of an exponential
random variable Gamma(1, β). The generating function of the coefficients is then

P(z) = z1−r m

β + z(m− β) .

If one takes r = 1 and m = β then P(z) = 1 and the polynomial representation reduces to
the exponential pdf. Choosing 0 < m < β leads to P(z) = m/β

1−z(1−m/β) , which is the pgf of
a geometric random variable; this recovers the fact that an exponential random variable
can be represented by a zero-truncated geometric sum of exponential random variables.
For m > β, we have P(z) = m/β

1+z(1−β/m) which is an alternating sequence that decreases

95



geometrically fast. Recall that our polynomial expansion is valid only if m > β/2, which
means that when β/2 < m ≤ β our approach coincides with the Erlang mixture technique.
It does not when m > β. When m ≤ β/2, the Erlang mixture representation holds even
though the integrability condition, which is a sufficient one, does not hold.

The coefficients of the polynomials could be derived by differentiating the generating
function P(z) as

ci = 1
i!

di
dziP(z)

∣∣∣∣
z=0

= Coefficient(i,MaclaurinSeries(P(z))) i ∈ N0 .

In practice, the singularities of the function P(z) at zero mean this procedure is not viable.
Instead, the ci are approximated by computing the ak and truncating their expression
(4.10) up to a given order. The practical evaluation of the ak is discussed in Section 4.3.3.

A sufficient condition for fX/w ∈ L2(R, w(x) dx) is

fX(x) =


O(e−x/δ) as x→∞ with m > δ/2,

O(xβ) as x→ 0 with r < 2(β + 1).
(4.15)

When X has a well-defined moment generating function one can typically choose r and m
so this integrability condition is satisfied. When we consider heavy-tailed distributions,
which is a desirable model characteristic in the applications, the integrability condition
cannot be satisfied. The work-around is to use the expansion

e−θxfX(x) =
∞∑
k=0

akpk(x)w(x),

for some θ > 0. Thus, we can use

fX(x) = eθx
∞∑
k=0

akpk(x)w(x) = eθx
∞∑
i=0

ciγ(r + i,m, x)

and since, when 1−mθ > 0,

eθxγ(r + i,m, x) = (1−mθ)−(r+i)γ
(
r + i,

m

1−mθ, x
)
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we have

fX(x) =
∞∑
i=0

ci(1−mθ)−(r+i)γ
(
r + i,

m

1−mθ, x
)

=
∞∑
i=0

p̃iγ
(
r + i, m̃, x

)
,

where
p̃i = ci

(1−mθ)r+i and m̃ = m

1−mθ .

Calculating the ai and ci, topic covered in Section 4.3.3, requires a Laplace transform of
e−θxfX(x) which is given by

L {e−θxfX(x)}(t) = L {fX(x)}(t+ θ).

The method described above is the same (up to some constants) as approximating the
exponentially tilted distribution. This idea has been used in Chapter 3. It is easily seen
that taking m > θ−1/2 implies that (e−θxfX(x))/w(x) ∈ L2(R, w(x) dx).

4.3.3 Approximating densities of positive compound distribu-
tions

We now focus on variables SN which admit a compound distribution. Since these distri-
butions have an atom at 0, we put aside this singularity and focus on the defective pdf
f+
SN

. The discussion in Sections 4.3.1 and 4.3.2 also applies to defective densities. Namely,
if f+

SN
/w ∈ L2(R, w(x) dx) then the expansion in Lemma 4.1 is valid, we have

f+
SN

(x) =
∞∑
k=0

akpk(x) γ(r,m, x) =
∞∑
i=0

ciγ(r + i,m, x), for x > 0,

where ak =
∫∞

0 pk(x)f+
SN

(x) dx and ci is given by (4.10). Truncating the first summation
yields

f+
SN

(x) ≈
K∑
k=0

akpk(x) γ(r,m, x) =
K∑
i=0

p̂iγ(r + i,m, x),

where p̂i = ∑K
k=i ak(−1)i+k/[i! (k− i)!]

√
k!Γ(k + r)/Γ(r) for i ≤ K. The survival function

F SN and the stop-loss premium E
[
(SN − a)+

]
follows from Proposition 4.3. If the inte-
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grability condition is not satisfied then the exponentially tilted version of the defective
pdf is expanded.

Choice of r and m

Firstly, we need to ensure that the choice of r and m satisfy the integrability condition
(4.15). It is not simple to ensure this condition is met in general, so we look at the case of
random sums of gamma distributed random variables. Define the radius of convergence
of a random variable X as

ρX := sup{s > 0, L {fX}(−s) <∞},

and consider the following result.

Proposition 4.6. Let SN have summands where Ui iid∼ Gamma(r∗,m∗), then

f+
SN

(x) = O(exp{−xρSN}) as x→∞ .

Proof. We have f+
SN

(x) = ∑∞
n=1 fN(n)fSn(x) and we also know that Sn ∼ Gamma(nr∗,m∗).

As Sn is gamma distributed we have fSn(x) ∼ 1
m∗
F Sn(x) as x → ∞. So applying the

Chernoff inequality for each Sn we have F Sn(x) ≤ e−sxLSn(−s) = e−sxLU(−s)n for all
s ∈ [0, ρU). Combining this we have

f+
SN

(x) ∼ 1
m∗

∞∑
n=1

fN(n)F Sn(x) ≤ e−sx
m∗

∞∑
n=1

fN(n)LU(−s)n

≤ e−sx
m∗

E[LU(−s)N ] = e−sx
m∗
GN(LU(−s)) = e−sx

m∗
LSN (−s)

for s ∈ [0, ρSN ). This proves that f+
SN

(x) = O(e−sx) for s ∈ [0, ρSN ), and taking s↗ ρSN
gives the result.

Proposition 4.6 implies that for sums of gamma variables, the integrability condition is
satisfied if m > 1/(2ρSN ).

The parameters for the polynomial approximations are set differently for the light-tailed
and heavy-tailed cases. In the light-tailed cases moment matching of order 2 is the
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natural procedure to set the values of r and m, while ensuring that m > (2ρSN ). The two
distributions we use for modeling the claim frequency N are the Poisson and the Pascal
distributions. We denote the Poisson distribution as Poisson(λ) and define the Pascal
random variable to be the number of failures counted before observing α ∈ N+ successes,
denoted Pascal(α, p).

Example 4.7. Let N be Poisson distributed, the moment generating function of SN is
then given by

LSN (−s) = exp{λ[LU(−s)− 1]} .

The radius of convergence of SN coincides with the one of U , ρSN = ρU . In that case,
we can set r = 1 and m = λE[U ] which corresponds to a moment matching procedure of
order 1 or set r = λE[U ]2/E[U2] and m = E[U2]/E[U ] which, in turns, matches the two
first moments.

Example 4.8. Let N be Pascal distributed, the moment generating function of SN is
then given by

LSN (−s) =
[

p

1− qLU(−s)

]α
.

The radius of convergence ρSN is the positive solution of the equation LU(−s) = q−1. We
set r = 1 and m = ρ−1

SN
.

The parametrisation proposed in Example 4.8 is linked to the fact that it leads to the exact
defective pdf in the case of a compound Pascal model with exponentially distributed claim
sizes. The following lemma, adapted from [139], shows a useful correspondence between
the Pascal and binomial distributions when used in compound sums with the exponential
distribution.

Lemma 4.9. Consider the random sums X = ∑N1
i=1 Ui and Y = ∑N2

i=1 Vi, where

N1 ∼ Pascal(α, p) , Ui
iid∼ Gamma(1, β) , N2 ∼ Binomial(α, q) , Vi

iid∼ Gamma(1, p−1β) ,

where p ∈ (0, 1), α ∈ N+, p+ q = 1, and where β > 0. Then we have X D= Y .

Proof. Both X and Y have the same Laplace transform, so X D= Y .
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Corollary 4.10. Consider the compound sum SN = ∑N
i=1 Ui where N ∼ Pascal(α, p) and

the Ui iid∼ Gamma(1, β). Then the survival function of SN is given by

F SN (x) =
α∑
i=1

(
α

i

)
qipα−i Γu

(
i, p−1β, x

)
,

and its stop-loss premium is given by

E
[
(SN − a)+

]
=

α∑
i=1

(
α

i

)
qipα−i

[
iβ

p
Γu
(
i+ 1, p−1β, a

)
− aΓu

(
i, p−1β, a

)]
.

Proof. By Lemma 4.9 we can instead consider the SN defined by N ∼ Binomial(α, q) and
with Ui

iid∼ Gamma(1, p−1β). Noting that Sn = U1 + · · ·+ Un ∼ Gamma(n, p−1β) gives the
result.

One conclusion of Corollary 4.10 is that the exact solution coincides with our approxima-
tion when r = 1 and m = p−1β (and with K ≥ α − 1). Note that pβ−1 is the solution
of the equation LU(−s) = q−1 which is consistent with the parametrisation proposed in
Example 4.8.

In the heavy-tailed cases (i.e. when exponential tilting is required) we set θ = 1 and
m = θ/2 = 1/2 (at the lower limit for m; this gives m̃ = 1), and choose r = E[U ].

Computation of the ak

The inherent challenge of the implementation of the polynomial method remains the
evaluation of the coefficients {ak}k∈N0 . Recall that

ak =
∫ ∞

0
pk(x)f+

SN
(x) dx, k ≥ 0.

We propose an evaluation based on the Laplace transform L {f+
SN
}. Define the generating

function of the sequence {akdk}k∈N0 as Q(z) = ∑∞
k=0 akdkz

k, where

dk =
(

Γ(k + r)
Γ(k + 1)Γ(r)

)1/2

, for k ≥ 0 .
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The following result establishes a link between the Laplace transform of f+
SN

and the
generating function Q(z).

Proposition 4.11. Assume that f+
SN
/w ∈ L2(R, w(x) dx), then we have

Q(z) = (1 + z)−rL {f+
SN
}
[ −z
m(1 + z)

]
. (4.16)

Proof. As f+
SN
/w ∈ L2(R, w(x) dx), the polynomial representation of f+

SN
follows from the

application of Lemma 4.1 with

f+
SN

(x) =
∞∑
k=0

k∑
i=0

ak
(−1)i+k
i! (k − i)!

√√√√k!Γ(k + r)
Γ(r) γ(r + i,m, x). (4.17)

Taking the Laplace transform in (4.17) yields

L {f+
SN
}(s) =

( 1
1 + sm

)r ∞∑
k=0

ak
k∑
i=0

(−1)k+i
(

Γ(k + r)
Γ(k + 1)Γ(r)

)1/2 (
k

i

)( 1
1 + sm

)i

=
( 1

1 + sm

)r ∞∑
k=0

akdk(−1)k
k∑
i=0

(
k

i

)( −1
1 + sm

)i

=
( 1

1 + sm

)r ∞∑
k=0

akdk(−1)k
(

sm

1 + sm

)k
=
(

1− sm

1 + sm

)r
Q
(
− sm

1 + sm

)
.

Thus (4.16) follows from letting z = −sm/(1 + sm).

The Laplace transform of the defective pdf f+
SN

is given by

L {f+
SN
}(s) = LSN (s)− P(N = 0).

The coefficients of the polynomials can be derived after differentiation of the generating
function Q(z) as

ak = 1
dk

1
k!

dk
dzkQ(z)

∣∣∣∣
z=0

= 1
dk

Coefficient(k,MaclaurinSeries(Q(z))).
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4.4 Laplace transform inversion approximations

The Laplace transform inversion approach described in Section 1.3.2 is applied here. It
uses a method inspired by the work of Abate and Whitt [2], and the key equations are
repeated here for clarity. For a function f we define for ` = 1, 2, . . .

s`(x) := ea/2
2x L {f}

(
a

2x

)
+ ea/2

x

∑̀
k=1

(−1)k<
[
L {f}

(
a+ 2πik

2x

)]
,

and with some positive integers M1 and M2, we have

fapprox(x) :=
M1∑
k=0

(
M1

k

)
2−M1sM2+k(x) ≈ f(x) . (4.18)

For a random sum SN , we consider using the technique above to evaluate its survival
function F SN and stop-loss premiums from its Laplace transform. We invert L {F SN},
but note that inverting L {FSN} produces almost identical results.

This inversion easily gives estimates of F SN , though evaluating the stop-loss premiums
requires extra thought. As noted in Dufresne et al. [67], we have that

E [(SN − d)+] = E[SN ]FS∗N (d), (4.19)

where S∗N is a random variable under the equilibrium distribution with density

fS∗N (x) =


F SN (x)/E[SN ], for x > 0,

0, otherwise,

and Laplace transform
LS∗N

(s) = 1−LSN (s)
sE[SN ] .

The stop-loss premium is then obtained, replacing in (4.19) the survival function of S∗N
by its approximation through (4.18).
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4.5 Numerical illustrations

We illustrate the performance of the two proposed numerical procedures. Section 4.5.1
focuses on approximating the survival function and the stop-loss premium associated to
aggregated claim sizes, while Section 4.5.2 considers the approximation of the finite-time
ruin probability with no initial reserves using formula (4.5).

For each test case we compare the orthogonal polynomial approximation, the Laplace
inversion approximation, and for the crude Monte Carlo approximation. For the cases
when U is gamma distributed, we use the fact that Sn is Erlang distributed to produce
an approximate distribution for SN by truncating N to be less than some large level.

The parameters for the polynomial approximations has been discussed in Section 4.3.3,
the calibration is depending on the assumptions over the claim frequency and claim sizes
distribution. The parameters for the Laplace inversion technique are set to M1 = 11,
M2 = 15 and a = 18.5 following the example of Rolski et al. [149, Chapter 5, Section
5]; note, this choice of a implies that the discretisation error is less than 10−8, as derived
from (1.9). Note, we do not use any built-in routines for the Laplace inversion, but simply
implement (4.18).

In each plot, the first subplot shows the estimates each estimator produces, and the second
shows the approximate absolute error. We define this, for estimator i ∈ {1, . . . , I}, as

ApproximateAbsoluteError(f̂i, x) := f̂i(x)−Median
{
f̂1(x), . . . , f̂I(x)

}
≈ f̂i(x)− f(x) =: AbsoluteError(f̂i, x) .

When the different estimators cross each other, the median obtains an unrealistically
jagged character. We therefore use as reference a slightly smoothed version of the median,
achieved in Mathematica using GaussianFilter[Medians, 2]. As noted earlier, all
of the code used is available online [83].
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4.5.1 Survival function and stop-loss premium computations

To ensure both estimators were implemented correctly, we applied the estimators to the
case where N ∼ Pascal(α = 10, p = 3/4) and U ∼ Gamma(r = 1,m = 1/6). Corollary 4.10
tells us the orthogonal approximation (with r = 1, m = λ/p = 2/9 and K = α − 1 = 9)
is equivalent to the true function, which we verified, and the Laplace inversion errors in
Tables 4.1 and 4.2 are acceptably small.

Table 4.1: Relative errors for the Laplace inversion survival function estimator

x 0.5 1 1.5 2 2.5
Error 7.27e-7 1.92e-6 5.86e-6 1.78e-5 4.01e-5

Table 4.2: Relative errors for the Laplace inversion stop-loss premium estimator

a 0.5 1 1.5 2 2.5
Error 8.68e-7 2.27e-6 5.92e-6 1.12e-5 -2.12e-5

Test 4.12. N ∼ Poisson(λ = 2), and U ∼ Gamma(r = 3/2,m = 1/3)
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Figure 4.1: Survival function estimates and approximate absolute error.
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Figure 4.2: Stop-loss premium estimates and approximate absolute error.

Test 4.13. N ∼ Pascal(α = 10, p = 1/6), and U ∼ Gamma(r = 3/2,m = 1/75)

This test case (up to the scaling constant) has been considered by Jin et al. [103, Ex-
ample 3]. In the plots for this test case, the orthogonal estimator, the Laplace inversion
estimator, and the truncated estimator all give the same values and hence are hidden
underneath the red line for the truncated estimator.
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Figure 4.3: Survival function estimates and approximate absolute error.
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Figure 4.4: Stop-loss premium estimates and approximate absolute error.

Test 4.14. N ∼ Poisson(λ = 4), and U ∼ Pareto(a = 5, b = 11, θ = 0)

The Laplace inversion estimator breaks down for small values of x or a in this test case.
The specific error given is an “out of memory” exception when Mathematica is attempt-
ing to do some algebra with extremely large numbers. It is unclear whether a different
implementation or selection of parameters would fix this behaviour.
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Figure 4.5: Survival function estimates and approximate absolute error.
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Figure 4.6: Stop-loss premium estimates and approximate absolute error.

Test 4.15. N ∼ Pascal(α = 2, p = 1/4), and U ∼ Weibull(β = 1/2, λ = 1/2)
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Figure 4.7: Survival function estimates and approximate absolute error.
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Figure 4.8: Stop-loss premium estimates and approximate absolute error.

4.5.2 Finite-time ruin probability with no initial reserve

The plots above have used common random numbers to smooth the estimators, however
this isn’t possible in the following plots so they will appear less smooth.

Test 4.16. λ = 4 and U ∼ Gamma(r = 2,m = 2) and c = 1
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Figure 4.9: Ruin probability ψ(0, t) estimates and approximate absolute error.
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Test 4.17. λ = 2 and U ∼ Pareto(a = 5, b = 11, θ = 0) and c = 1

See the discussion of Test 4.14 for a description of the Laplace inversion estimator’s poor
behaviour when Pareto variables are involved.
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Figure 4.10: Ruin probability ψ(0, t) estimates and approximate absolute error.

4.5.3 Concluding remarks

The orthogonal polynomial method has performed well across all the test cases studied.
The accuracy is acceptable even with a rather small order of truncation K = 16. It
produces an approximation having an analytical expression, which is desirable, and in a
timely manner. The precision may be improved by adding more terms in the expansions.
The main drawback is probably the need for a parametrisation tailored to the case studied.

The Laplace transform inversion method yields outstanding result in terms of accuracy. It
failed to provide a stable approximation for Pareto distributed claim sizes. The parametri-
sation is automatic and seems to fit the different case studied (except the Pareto one).

The main conclusion is that both methods are easy to implement and are superior to a
simple truncation or a crude Monte Carlo approach.
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Chapter 5

Rare tail approximation using
asymptotics and polar coordinates

5.1 Introduction

This chapter focuses on evaluating

`(γ) := P(S > γ) (5.1)

where S := X1 + · · ·+Xd for a fixed d ∈ N+ and where the γ ∈ R is large or increasing. As
detailed above, this is often a difficult problem which does not have a simple closed-form
solution.

When analytical solutions are unavailable, the next best option is numerical integration,
and after that Monte Carlo integration (or quasi-Monte Carlo). Numerical integration
algorithms applied to

`(γ) =
∫
Rd

I{x1 + · · ·+ xd > γ}fX(x) dx

are typically slow, inaccurate, and misleading. This is because the indicator is rarely 1,
floating-point errors accumulate, and the curse of dimensionality applies for d larger than
about 2 or 3. Some of these algorithms attempt to estimate the error in their result, but
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there are few (if any) theoretical guarantees that these estimates are reliable.

Rare-event problems also cause difficulties for the crude Monte Carlo (CMC) estimator.
This is obvious as the CMC estimator’s relative error explodes for large γ — that is, the
CMC estimator ̂̀CMC(γ) := I{S > γ} has

lim
γ→∞

RelativeError{ ̂̀CMC(γ)} = lim
γ→∞

Var[ ̂̀CMC(γ)]
`(γ)2 = lim

γ→∞

`(γ)[1− `(γ)]
`(γ)2 =∞ .

Intuitively, the problem is because the indicator I{S > γ} is eventually always 0 when γ

gets very large. In response, various variance reduction techniques have been applied so
that there are now a large collection of estimators with better performance in this setting,
c.f. ‘rare-event estimation’ in [111, 15, 80].

There is, of course, no silver bullet for the problem. Some estimators only apply to specific
distributions (e.g. [37] for sums of lognormals, [168] for sums of phase-type mixtures) or
to certain classes of distributions (exponential tilting for light-tailed summands [111, 15],
hazard-rate twisting or the Asmussen–Kroese method [21] for heavy-tailed summands).
Other estimators are general but require specifying either some extra information (e.g.
availability of conditional distributions for conditional Monte Carlo [13], or an appropriate
sampling distribution for use in importance sampling). The most general estimators —
such as the generalised splitting method, cross-entropy method, or Markov Chain Monte
Carlo (MCMC) methods like [43] — are usually computationally demanding, they often
depend upon an intelligent selection of input parameters to perform efficiently, and are
somewhat complicated.

Whilst one rarely has an exact expression for `(γ), it is somewhat common to know the
asymptotic approximation to it, and this forms the basis for our proposed estimator. For
example, if X ∼ Lognormal(µ,Σ) where µ ∈ Rd and Σ ∈ Rd×d is positive definite, then
it has been shown that [23]

`(γ) = P(S > γ) ∼
d∑
i=1

P(Xi > γ) as γ →∞ (5.2)

where f(x) ∼ g(x) denotes limx→∞ f(x)/g(x) = 1. Thus, one is tempted to label the
right-hand side of (5.2) as ̂̀Asym(γ) and use it as an approximation for `(γ). For certain
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Figure 5.1: A comparison of `(γ) and ̂̀
Asym(γ) for X1 + X2 where X1 ∼ Lognormal(0, 1)

is independent to X2 ∼ Lognormal(0, 3
4). The y axis plots ̂̀Asym(γ)/`(γ), and the x axis

shows − log10 `(γ). The two lines describe two possible asymptotics, the yellow “Two
terms” describes ̂̀Asym(γ) as given in (5.2) whereas the blue “One Term” uses just the
first term of this sum.

values of (µ,Σ) this asymptotic approximation can be accurate, in others it can be wildly
inaccurate, depending on how fast the asymptotic approximation converges to the true
value; see Figure 5.1 for an illustration where it is only when `(γ) . 10−10 that the asymp-
totic form begins to give accurate estimates (i.e., ̂̀Asym(γ)/`(γ) > 0.99). A discussion of
this phenomenon is in [37].

We propose an importance sampling estimator which incorporates the asymptotic ap-
proximation and uses Monte Carlo sampling to estimate the difference between `(γ) and̂̀

Asym(γ). The main drawback to importance sampling is likelihood degeneration, where
one can face numerical errors if γ or d is extremely large. The degeneration caused by a
large d is only partially compensated by our method, so we take d ≤ 100. To mitigate
degeneration for large γ, we focus our attention of values of γ which are moderately large
but not unrealistically so. Our goal is to provide an estimator which is practically useful
when `(γ) is between roughly 10−3 and 10−7.

The range of probabilities that we consider are unusual as they are less rare than much
of the standard rare-event literature. The orthodox approach is to construct an estimator̂̀(γ) and analyse the limit limγ→∞Var( ̂̀(γ))/`(γ)2; if the limit is small (i.e., zero, bounded,
or at least grows only at a polynomial rate) then the estimator is branded as a success
(it has ‘vanishing relative error’, ‘bounded relative error’, or is ‘logarithmically efficient’
respectively) regardless of its behaviour in the finite γ situation. It can happen that these
desirable limiting properties are only discernible in cases when the probabilities are truly
minuscule (e.g. of order 10−10 or smaller); in a situation like this, the model error would
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surely dominate any estimation error.

The estimator is introduced in Section 5.2, the results from numerical comparisons are in
Section 5.3, and Section 5.4 concludes the discussion.

5.2 The polar estimator

5.2.1 The general form

We construct an estimator of the quantity `(γ) := P(S > γ), where S = X1 + · · · + Xd

for large γ by applying IS. Standard IS theory says to construct an estimator which
samples from a distribution close to fX |S>γ (that is, the distribution of X conditioned
on {S > γ}), rather than the original fX . To do this, perform a change of variables so

X −→ (S,Θ) := (X1 + · · ·+Xd,X/[X1 + · · ·+Xd]) .

The new density f(S,Θ) is available (if fX is known), and is

f(S,Θ)(s,θ) = fX(sθ)× |s|d−1 .

Consider IS in this new form. Imagine that we have a density g(S,Θ) which is in some way
similar to f(S,Θ), and we also know the marginal density gS(s) :=

∫
g(S,Θ)(s,θ) dθ and the

conditional density gΘ|S := g(S,Θ)/gS. If we truncate g(S,Θ) so that S > γ a.s., and use
this as the IS measure, we obtain

l̂IS(γ) := GS(γ)
R

R∑
r=1

f(S,Θ)(S[r],Θ[r])
gS(S[r])gΘ|S(Θ[r] |S[r]) for S[r] iid∼ gS|S>γ,

Θ[r] ind∼ gΘ|S( · |S[r]), (5.3)

where GS(γ) :=
∫∞
γ gS(s) ds, and gS|S>γ := gSI{S > γ}/GS(γ).

We investigate estimators of the general form of (5.3) which we call polar estimators.
These are accurate when g(S,Θ) = gS × gΘ|S closely resembles f(S,Θ) = fS × fΘ|S. This is
carried out in two steps, by finding a radial approximation gS which approximates fS, and
an angular approximation gΘ|S similar to fΘ|S, which we discuss in the following sections.
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5.2.2 The radial approximation

As mentioned in the introduction, we consider utilising an asymptotic form of the sum in
our estimator — they form our radial approximation. To clarify the notation, we precisely
define the relevant asymptotic forms:

Definition 5.1 (Asymptotic form). If for some function fS ∈ L1(R), with tail FS(s) =∫∞
s fS(x) dx, and constant cS ∈ R+, we have that

fS(s) ∼ cSfS(s) , for s→∞ (5.4)

then we say fS is an asymptotic form of fS.

Thus, in the general form (5.3) we will use gS = fS when it is available and is a proper
pdf. There are some technicalities for the cases when fS does not form a proper pdf which
we do not detail in this work. The estimator resulting from this radial approximation is

l̂IS2(γ) := cSFS(γ)
R

R∑
r=1

f(S,Θ)(S[r],Θ[r])
cSfS(S[r])gΘ|S(Θ[r] |S[r]) for S[r] iid∼ fS|S>γ,

Θ[r] ind∼ gΘ|S( · |S[r]). (5.5)

Remark 5.2. Define a “correction factor” to the asymptotic form,R(γ), by `(γ) = ̂̀
Asym(γ)R(γ);

n.b. ̂̀Asym(γ) := cSFS(γ). We can see that ̂̀IS2(γ) has a nice interpretation, because

̂̀
IS2(γ) = ̂̀

Asym(γ)× R̂(γ) ,

where R̂(γ) is an unbiased Monte Carlo estimate of the factor R(γ).

The recent applied probability literature has found the fS for a staggering array of distri-
butions of X. Perhaps the simplest case is when the Xi are iid subexponential random
variables. By definition (cf. [74]), they satisfy

fS(s) ∼ d f1(s) , for s→∞ . (5.6)

For sums of independent non-identically distributed subexponential variables (or for sums
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containing some subexponential and some lighter-tailed variables) we have

fS(s) ∼
d∑
i=1

fi(s) ∼
∑
i∈I

fi(s) , for s→∞ (5.7)

where I is the set of indices of slowest tail decay. The asymptotics in (5.7) also hold in
many regimes where dependence has been introduced, cf. [75, 167, 8, 9].

A distribution can satisfy a stronger property called regular variation which implies subex-
ponentiality and hence the asymptotics above. Examples of regularly varying distribu-
tions are Cauchy, Fréchet, and Pareto distributions [33]. The lognormal and heavy-tailed
Weibull distributions are subexponential but not regularly varying.

The Weibull distribution is interesting as it is a family which can be heavy-tailed, light-
tailed (the Raleigh distribution is a special case), or on the boundary between these (i.e.
the exponential distribution). The asymptotic form for the heavy-tailed Weibull sum is
covered by (5.6) and (5.7) as the summands are subexponential. The difficulty in finding
the asymptotics for the light-tailed case led the authors to investigate it in detail, leading
to the paper [17] which uses results originally from [25].

Proposition 5.3. Assume that X1, . . . , Xd are iid light-tailed Weibull(β, λ) where β > 1,
λ ∈ R+, d ≥ 2. Then

cSFS(s) ∼
[ 2βπ
β − 1

](d−1)/2
d−1/2

(
s

λd

)β(d−1)/2
F
(
s

d

)d
, for s→∞ .

The exposition in [17] details this and more general asymptotics (i.e. the independent but
non-identically distributed case, and when the variables are not exactly Weibull but are
‘Weibull-like’).

By its very construction, one would expect the estimator utilising an asymptotic form for
the right-tail, (5.5), to enjoy good efficiency properties as γ → ∞. As mentioned in the
introduction, our goal is to provide a practically useful estimator for ‘moderately’ rare
problems, in the range of γ before the asymptotic regime takes hold. As such, it is our view
that the orthodox notions of efficiency have little meaning in our setting. Nevertheless,
we note that it is straightforward to verify that if the ratio fΘ|γ/gΘ|γ remains bounded by
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some finite constant K ≥ 1 for all θ as γ →∞, then the estimator (5.5) enjoys bounded
relative error, and if K = 1 then the estimator enjoys vanishing relative error.

5.2.3 The angular approximation

The choice of angular approximation is not as obvious as was the choice of radial ap-
proximation. Finding a conditional density gΘ|S which is similar to fΘ|S has little to no
precedent in the literature.

Instead of taking an S which is larger than γ and asking ‘what is the distribution of Θ

given this S?’, we can instead ask ‘what is the distribution of Θ given S > γ?’. This is the
same situation that is studied in multivariate extreme value theory, where the spectral
density characterises the behaviour of fΘ|S>γ in the limit as γ → ∞ [58]. This second
conditional distribution will resemble the first in cases that E[S − γ | S > γ] converges
quickly to zero when γ becomes large. Moreover, we have a computation benefit to finding
a gΘ|S>γ which is similar to fΘ|S>γ as this distribution will be constant across all Monte
Carlo iterates, in contrast to gΘ|S[r] and fΘ|S[r] .

Nevertheless, when it is possible, we follow the same approach as the radial approximation
and utilise some asymptotic information. However, we note that if one simply re-uses the
previous asymptotic form, that is

fΘ|S(θ|s) = fS,Θ(s,θ)
fS(s) ∼ fX(sθ)|s|d−1

fS(s) =: gΘ|S(θ|s) ,

which may appear natural, then the estimator (5.5) degenerates to the deterministic

l̂IS2(γ) := cSFS(γ)
R

R∑
r=1

1 = cSFS(γ) .

Moreover, if it is known that fΘ|S>γ degenerates in the limit this does not tell us what
we should do for finite γ.

Indeed, when the summands are iid subexponentials, then the distribution of (Θ | S = s)
as s → ∞ degenerates to a discrete distribution over the d-dimensional unit vectors e1,
. . . , ed (with ei having a single 1 in the i-th coordinate and zeros in all other coordinates).
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This is just a re-casting of the principle of the single big jump (cf. Section 1.3.6 or [74]).
Unfortunately, for finite γ we cannot use this directly as in this case the likelihood ratio
appearing in (5.3) is not well defined. One density, which we call the optimistic density
(see the algorithm below), that is not degenerate (and therefore will have well-defined
likelihood ratio) but is asymptotically equivalent to (Θ | S = s) for the case of ind
subexponential summands is

gΘ|S(θ | s) = |s|d−1
d∑
i=1

pi(s)fX−i(sθ−i)I{θi = 1− 1 · θ−i} (5.8)

and the pi functions are defined by

pi(s) = F i(s)∑d
j=1 F j(s)

. (5.9)

Algorithm 4 shows a method for sampling from this gΘ|S(θ | s), and Proposition 5.4 shows
that it has a limiting distribution consistent with (5.7) as s→∞.

Algorithm 4 Sampling from the optimistic angular density
1: procedure Optimistic(s, F1, . . . , Fd)
2: Simulate index I in {1, . . . , d} by P(I = i) = pi(s) from (5.9).
3: for i = 1 to d except I do
4: X∗i ← Random sample from Fi
5: end for
6: X∗I ← s−∑i 6=I Xi . This can be negative, but we are optimistic
7: return Θ←X∗/s
8: end procedure

When the subexponential summands are only independent in the extreme, a simple gen-
eralisation of Algorithm 4 is to replace Lines 3 to 5 with taking a random sample X∗

from fX .

Proposition 5.4. The optimistic density (5.8) converges as s→∞ to the singular density

g∞(θ) :=
d∑
i=1

pi I{θ = ei} , (5.10)

118



where pi = lims→∞ pi(s) for i = 1, . . . , d.

Proof. For some t = (t1, . . . , td)′ ∈ Rd, the characteristic function of gΘ|S is

φgΘ|S(t | s) = E exp
(
i t>Θ

)
= E

[
exp

(
i t
s

>
X∗

)]

where X∗ = sΘ as in Algorithm 4.

So, with I as the discrete variable defined in Algorithm 4, we have

φgΘ|S(t | s) =
d∑
j=1

pj(s)E
[
exp

(
i t
s

>
X∗

) ∣∣∣∣ I = j

]

=
d∑
j=1

pj(s)E
[
exp

{
i
[
t−j
s

>
X∗−j + tj

s
(s− 1>X∗−j)

]} ∣∣∣∣ I = j

]

=
d∑
j=1

pj(s)eitj E
[
exp

(
i (t−j − tj1)

s

>

X−j

)]

=
d∑
j=1

pj(s)eitjφX−j

(
(t−j − tj1)

s

)
.

Therefore,

lim
s→∞

φgΘ|S(t; s) =
d∑
j=1

pjeitj =
d∑
j=1

pjeit>ej

which corresponds to the singular density as in (5.10).

Remark 5.5. The polar estimator with independent summands and with the optimistic
angular approximation (5.8) simplifies to

l̂IS2(γ) = cSFS(γ)
R

R∑
r=1

HarmonicMean(fX1(S[r]Θ[r]
1 ), . . . , fXd(S[r]Θ[r]

d ))
cSfS(S[r])

where S[r] iid∼ fS|S>γ, Θ[r] ind∼ gΘ|S( · |S[r]).

The conditional angular asymptotic distribution is harder to obtain in the case of light-
tailed summands. The following example shows these distributions differ qualitatively
when different copulas are considered.

119



Example 5.6. Consider X1 and X2 are Exp(1) variables which are: i) independent, ii)
Clayton(1) dependent, or iii) Ali-Mikhail-Haq(-1) dependent. The sum densities can be
calculated explicitly and are given by

f Ind
S (s) = se−s for s > 0 ,

fCla
S (s) = 2− 2 cosh(s) + s sinh(s)

(cosh(s)− 1)2 for s > 0 ,

fAMH
S (s) = 8 csch(s)3 sinh(s/2)4 for s > 0 ,

respectively. Hence, for s > 0 and θ ∈ (0, 1), we have angular densities

f Ind
Θ1|S(θ|s) = 1 ,

fCla
Θ1|S(θ|s) = se−sθ(es − esθ)(esθ − 1)

2 + s− 2es + ses ,

fAMH
Θ1|S (θ|s) = se−sθ(es + e2sθ)

2(es − 1) ,

respectively. It is interesting to note that the asymptotic independence of the Clayton
copula would indicate that fCla

Θ1|S(θ|s)/f Ind
Θ1|S(θ|s)→ 1 as s→∞ which is indeed the case.

In contrast, fAMH
Θ1|S (θ|s) degenerates to a pair of atoms at 0 and 1 as s→∞.

One (light-tailed) case where we can determine an asymptotic angular distribution is for
light-tailed Weibull sums. The angular asymptotic can be extracted from the following
result in [17].

Proposition 5.7. Say X1, . . . , Xd are iid light-tailed Weibull(β, 1) with survival function
F (x) = e−xβ where β > 1, d ≥ 2. Define the vector function W (x) component-wise by

Wi(x) = ω(x)(Xi − x/d) , for i = 1, . . . , d ,

where ω(x) :=
√

2β(β − 1)(x/d)β−2. Then as γ →∞ we have

(W (γ) | S > γ) D−→ Normal (0, (1− ρ)I + ρ) ,

where ρ = −1/(d− 1).
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Note that the d-dimensional multivariate normal distribution appearing in Proposition 5.7
is supported on a (d− 1)-dimensional subspace.

When the asymptotic angular approximation is unavailable, there are several conceivable
alternatives. One can select a gΘ|S from some family of distributions which has the
appropriate support. If X has non-negative components, then the support of gΘ|S is the
simplex Sd−1 = {θ ∈ Rd

+ : θ>1 = 1}. To the authors’ knowledge, the only commonly
known distribution over Sd−1 is the Dirichlet distribution.

In some experiments, we sampled (Θ | S > γ) using MCMC, then used the maximum
likelihood Dirichlet fit to the samples as an angular approximation in the polar estimator.
Unfortunately the results were disappointing and are omitted — the Dirichlet distribution
struggles to fit the multimodal angular distributions which are characteristic of subexpo-
nential sums conditioned on taking large values. We also attempted the MCMC flavour of
the cross-entropy method as outlined by Chan and Kroese [43], though the multimodality
led to extremely high variance estimates (relative to the much simpler Asmussen–Kroese
method).

We also performed an approximation of the angular density using Bernstein polynomials.
The angular density fΘ|S(θ | s) ∝ fX(sθ), so it is easy to calculate quantities which are
proportional to the desired conditional density. Using Bernstein polynomials effectively
constructed an approximation which was a mixture of Dirichlet distributions using these
unnormalised angular density values. The results for these experiments are also omitted,
since the number of mixture components required to create an accurate approximation
easily becomes prohibitively large (then, the computation time for evaluating the pdf of
the mixture becomes a bottleneck).

5.3 Results

In this section we give illustrative results of numerical experiments. For subexponen-
tial summands, we compare to the most competitive alternative, the Asmussen–Kroese
estimator, and for light-tailed summands we compare to the standard IS approach of
exponential tilting.
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5.3.1 Subexponential Summands

Below we present the estimates and the estimated relative errors for the polar estimator
and the Asmussen–Kroese estimator for various distributions of X. Each estimator is
given R = 105 iid samples of X.

The first test takes the sum of d = 12 independent lognormal random variables, where
Xi ∼ Lognormal(− i

d
,
√

i
d
). Here, the sum behaves asymptotically as the dominant term

Xd ∼ Lognormal(−1, 1), and the optimistic angular distribution is used.
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Figure 5.2: Estimates of P(S > γ) from each estimator.
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Figure 5.3: Estimated relative errors for each estimator.

The second test considers the sum of d = 16 independent Pareto random variables,
where Xi ∼ Pareto(1, i, 0). The sum behaves asymptotically as the dominant term
X1 ∼ Pareto(1, 1, 0), and the optimistic angular distribution is used.
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Figure 5.5: Estimated relative errors for each estimator.

The third test considers the sum of d = 8 independent heavy-tailed Weibull variables.
The marginal distributions are Xi ∼ Weibull(1

4 ,
i
d
). The sum behaves asymptotically as

the last summand X8 ∼ Weibull(1
4 , 1), and the optimistic angular distribution is used.
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Figure 5.6: Estimates of P(S > γ) from each estimator.
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Figure 5.7: Estimated relative errors for each estimator.

5.3.2 Light-tailed Weibull Summands

This fourth test takes the sum of d = 10 iid light-tailed Weibulls, where Xi ∼ Weibull(2, 1).
An asymptotic survival function for the sum is given by Proposition 5.3, and the opti-
mistic angular distribution used is from Proposition 5.7. Instead of the Asmussen–Kroese
method, which is designed for subexponential summands, we have compared the polar
estimator against exponential tilting. The exponential tilting method can be very easy to
implement (in particular, when applied to distributions in the natural exponential family)
but it takes some effort in this situation. There are no known ways to directly simulate
from exponentially tilted Weibull distributions. We resort to the acceptance–rejection
method with proposals coming from a gamma distribution. The specific gamma distribu-
tion is moment-matched with the asymptotic normal approximation for the exponentially
tilted Weibull distribution, cf. Section 6 of [17].
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Figure 5.8: Estimates of P(S > γ) from each estimator.
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Figure 5.9: Estimated relative errors for each estimator.

5.3.3 Dependent Summands

Next we reproduce the three subexponential tests above with dependence added by
Archimedean copulas. We use the Asmussen–Kroese estimator as outlined in Section 3.2.2.2
of [133] as the traditional form of this estimator needs to be adapted for the case of de-
pendent summands.

The following fifth test recreates the first test above, with d = 12 lognormal random
variables, where Xi ∼ Lognormal(− i

d
,
√

i
d
). Here, dependence is added via a Frank(1

2).
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We see immediately that introducing even a mild level of dependence gives rise to substan-
tially more variability in the polar estimator in the pre-asymptotic regime as a result of
using the optimistic angular distribution — an illustration of likelihood ratio degeneracy
in d. To illustrate this point, we carry out the same test with d = 4 below.
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Figure 5.13: Estimated relative errors for each estimator.

The sixth test is similar to the second test above, considering d = 16 Pareto random
variables where Xi ∼ Pareto(1, i, 0), except that the summands exhibit dependence via a
Clayton( 9

10) copula.

● ●
●

●
●

●
●

●
●

■ ■ ■

■
■

■
■

■
■

◆ ◆ ◆
◆

◆
◆

◆
◆

◆
1 5 10 50 100

10-6

10-5

10-4

0.001

0.010

0.100

1

● Asymptotics

■ Polar (R=1e5)

◆ Asmussen-Kroese (R=1e5)

● Asymptotics

■ Polar

◆ Asmussen-Kroese

Figure 5.14: Estimates of P(S > γ) from each estimator.
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Figure 5.15: Estimated relative errors for each estimator.

Once again, we observe significant likelihood ratio degeneracy in the polar estimator, and
for comparison we repeat the experiment with d = 4 below.
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Figure 5.16: Estimates of P(S > γ) from each estimator.
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Test seven is similar to the third test, with d = 8 heavy-tailed Weibull variables with
marginal distributions Xi ∼ Weibull(1

4 ,
i
d
), except with a GumbelHougaard(1.25) copula

(which is dependent in the extreme).
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Figure 5.18: Estimates of P(S > γ) from each estimator.
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Figure 5.19: Estimated relative errors for each estimator.

As one would expect, as γ increases, both estimators behave increasingly poorly due to
the upper-tail dependence of this copula. We repeat the experiment below with d = 2 to
more clearly illustrate this phenomenon.
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Figure 5.20: Estimates of P(S > γ) from each estimator.
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Figure 5.21: Estimated relative errors for each estimator.

5.4 Conclusion

On the tests carried out in this work, our estimator appears to perform on par with the
Asmussen–Kroese method for independent subexponential summands, and outperforms
all the other methods compared against (i.e. the improved cross-entropy method, fitting
mixtures of Dirichlet variables, and Bernstein polynomial approximation). In particular,
the L1 polar estimator seems to consistently outperform the Asmussen–Kroese method
whenever the summands are not identically distributed. Moreover, for the comparison of
iid light-tailed Weibull summands, our estimator outperforms exponential tilting.

However, with the introduction of dependence for subexponential summands (even with
upper-tail independence of the copula) the performance of our estimator degrades rapidly
as dimension increases (likelihood ratio degeneracy) as a consequence of utilising the
optimistic angular distribution, and unsurprisingly performs poorly when the copula has
upper-tail dependence. Thus there remains the opportunity for further research into
suitable choice of the angular distribution in the case of dependent summands.
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Chapter 6

Rare maxima of random variables

6.1 Introduction

Let A(γ) = ∪di=1Ai(γ) be the union of events A1(γ), . . . , Ad(γ) for an index parameter
γ ∈ R. We consider the problem of estimating

α(γ) := P(A(γ))

when the events are rare, that is, when P(A(γ))→ 0 as γ →∞. We also estimate

βn(γ) := E[Y I{E(γ) ≥ n}] where E(γ) :=
d∑
i=1

I{Ai(γ)}

for n = 1, . . . , d and some random variable Y . We do not make any assumptions of
independence between the {Xi > γ} events themselves or between the events and Y .

This A(γ) is quite general (a union of arbitrary events) and many interesting events arising
in applied probability and statistics can be formulated as a union. The quantity βn(γ) is
reminiscent of expected shortfall from risk management [124].

Our motivation for considering this problem arises from considering the rare-event esti-
mation problems for the maximum value of a dependent random vector. Specifically, set
Ai(γ) = {Xi > γ} where the Xi form a dependent random vector X = (X1, . . . , Xd).
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Then
α(γ) = P(M > γ) where M = max

i
Xi .

This problem has applications in many areas, for example in actuarial science (e.g. default
probabilities [14]), finance (e.g. probability of ‘knock-out’ in a barrier option [52]), survival
analysis, reliability [144] and engineering (e.g. failure probability of a series circuit).

Estimation of P(M > γ) is a difficult problem (except when the Xi are independent,
hence we ignore this simple case) and treatments in the literature make distributional
assumptions on X. One such example is Adler et al. [6] where X is assumed to be
multivariate normal. We recover one of the estimators from [6], when an appropriate
importance sampling is applied.

The distribution of the maximum of random variables is, in some ways, similar to the
sum of those random variables, and many of the techniques used to analyse the one can
be applied to the other. For example, one well-known result connecting S = ∑

i=1Xi to
M = maxiXi when the Xi are subexponentially distributed is

P(S > γ) ∼ P(M > γ) as γ →∞ .

Another connection is that the distribution of M is also rarely known in a closed form.

Our estimators of α(γ) are based on the fact that

α(γ) = E
[
d∑
i=1

(−1)i−1
(
E(γ)
i

)
I{E(γ) ≥ i}

]
,

which follows from the inclusion–exclusion formula — we will prove this shortly (c.f. (6.6)
to (6.7)).

The quantity βn(γ), when Ai(γ) = {Xi > γ} and when Y = 1 a.s., has some interesting
interpretations:

β1(γ) = P(M > γ) = α(γ) , and βn(γ) = P(X(n) > γ)

where X(1) ≥ X(2) ≥ · · · ≥ X(d) are the order statistics of X. The probability of a parallel
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circuit failing is a simple application for P(X(n) > γ).

Our main β1 estimator uses the fact that

{M > γ} :=
d⋃
i=1
{Xi > γ} = {X1 > γ} ∪

(
d⋃
i=2
{X1 ≤ γ, . . . , Xi−1 ≤ γ,Xi > γ}

)
(6.1)

where the events in the union on the right are disjoint. This supplies a form of β1 which
is amenable to efficient Monte Carlo estimation:

β1 = E[ Y | X1 > γ]P (X1 > γ)

+
d∑
i=2

E[Y I{X1 ≤ γ, . . . , Xi−1 ≤ γ} | Xi > γ]P (Xi > γ) .
(6.2)

As previously mentioned, while they are our main example and motivation, the extremes
considered so far are a very specific instance of estimators. We will now return to the
general set-up given earlier.

Traditional Monte Carlo methods are unreliable in the rare-event setting. We will use
standard techniques from the rare-event simulation methodology, such as importance sam-
pling for variance reduction and applicable measures of efficiency: bounded relative error
and logarithmic efficiency, cf. [15, 80, 151]. The resulting estimators are among the most
efficient possible under the most general assumptions.

The chapter is structured as follows. In Sections 6.2 and 6.3 we introduce our estimators
for α(γ) and βn(γ) respectively, we prove their validity, and show how to combine them
with some existing variance reduction techniques; the efficiency properties for the general
estimators are analysed in Section 6.4, in addition we further investigate the efficiency for
certain important dependence structures. Finally, we evaluate the numerical performance
of the estimators in Section 6.5.
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6.2 Estimators of α

In the following, we first explain the construction of our estimators of α, then discuss
possible variance reduction schemes. As the γ notation can be cumbersome, we simply
write A = A(γ), Ai = Ai(γ), E = E(γ), α = α(γ) and βn = βn(γ). Also, we often
write ∑i,

∑
i<j, ∪i, ∩i for ∑d

i=1,∑d
1=i<j, ∪di=1 and ∩di=1. The ∩ notation is often dropped.

We write P(Ai, Aj) instead of P(Ai ∩ Aj), which is similar to the standard notation of
P(Xi > γ,Xj > γ) to refer to P({Xi > γ}∩{Xj > γ}). We also write I{A1 . . . Aj} instead
of I{A1 ∩ · · · ∩Aj}. Lastly, we use the notation ∑|I|=i to refer to the summation over all
subsets of indices I ⊂ {1, . . . , d} such that I contains i indices (|I| = i).

6.2.1 Proposed estimators of α

The inclusion–exclusion formula (IEF) provides a representation of α as a summation
whose terms are decreasing in size. The formula is

α = P(A) =
d∑
i=1

(−1)i+1 ∑
|I|=i

P
(⋂
i∈I
Ai

)
. (6.3)

The IEF can rarely be used as its summands are increasingly difficult to calculate nu-
merically. The P(Ai) terms are typically known, and the P(Ai, Aj) terms can frequently
be calculated, however the remaining higher-dimensional terms are normally intractable
for numerical integration algorithms (cf. the curse of dimensionality [15, Chapter IX]).
Truncating the summation leads to bias, and indeed by the Bonferroni inequalities we
have:

α ≤
k∑
i=1

(−1)i−1 ∑
|I|=i

P
(⋂
i∈I
Ai

)
if 1 ≤ k < d and k is odd, (6.4)

α ≥
k∑
i=1

(−1)i−1 ∑
|I|=i

P
(⋂
i∈I
Ai

)
if 1 < k < d and k is even. (6.5)

This higher-order intractability motivates our estimators which use the IEF rewritten in
terms of E = ∑

i I{Ai}.
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Proposition 6.1. For i = 1, . . . , d,

∑
|I|=i

I{∩i∈IAi} =
(
E

i

)
I{E ≥ i} . (6.6)

Proof.

∑
|I|=i

I{∩i∈IAi} =
d∑
k=i

∑
|I|=i

I{∩i∈IAi, E = k} =
d∑
k=i

(
k

i

)
I{E = k} =

(
E

i

)
I{E ≥ i} .

Taking the expectation of (6.6) gives

∑
|I|=i

P
(⋂
i∈I
Ai

)
= E

[(
E

i

)
I{E ≥ i}

]
for i = 1, . . . , d .

So the following has mean α, and forms the nucleus of our α̂i estimators:

d∑
i=1

(−1)i−1
(
E

i

)
I{E ≥ i} . (6.7)

We present estimators which deterministically calculate the first larger terms of the IEF
(6.3) and Monte Carlo (MC) estimate the remaining smaller terms using sample means of
(6.6). We begin by constructing the single-replicate estimator α̂1 where the first summand
is calculated and the remaining terms are estimated:

α̂1 :=
∑
i

P(Ai) +
d∑
i=2

[
(−1)i−1

(
E

i

)
I{E ≥ i}

]

=
∑
i

P(Ai) + (1− E)I{E ≥ 2} , using
n∑
k=0

(−1)k−1
(
n

k

)
= 0 . (6.8)

In identical fashion, the single-replicate estimator calculating the first two terms from the
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IEF is

α̂2 :=
∑
i

P(Ai)−
∑
i<j

P(Ai, Aj) +
d∑
i=3

[
(−1)i−1

(
E

i

)
I{E ≥ i}

]

=
∑
i

P(Ai)−
∑
i<j

P(Ai, Aj) +
[
1− E + E(E − 1)

2

]
I{E ≥ 3} . (6.9)

Thus, for n ∈ {1, . . . , d− 1},1

α̂n :=
n∑
i=1

(−1)i−1 ∑
|I|=i

P
(⋂
i∈I
Ai

)
+
[ n∑
i=0

(−1)i
(
E

i

)]
I{E ≥ n+ 1} . (6.10)

Thus, {α̂1, . . . , α̂d−1} is a collection of estimators which allows the user to control the
computational division of labour between numerical integration and Monte Carlo estima-
tion. We will furthermore let α̂0 be the crude Monte Carlo estimator I{E ≥ 1}, and note
that this falls under the definition in (6.10) if we interpret the empty sum as zero.

The α̂n estimators are of decreasing variance in n, however each estimator carries the
assumption that one can perform accurate numerical integration for 1 up to n dimensions.
As numerical integration can be slow and unreliable in high dimensions we focus on α̂1,
and also show the numerical performance of α̂2.

In practice, theses estimators will exhibit very modest improvements when compared
against their truncated IEF counterparts (i.e., the right side of (6.4) and (6.5)). When
combined with importance sampling, as in Section 6.2.4, the improvement is marked.
Furthermore, we will show that these estimators possess desirable efficiency properties
which are preserved after combining with importance sampling.

6.2.2 Discussion of α̂1 estimator

The estimator α̂1 has some nice interpretations. Recall the Boole–Fréchet inequalities

max
i

P(Ai) ≤ α = P(A) ≤
∑
i

P(Ai) =: α . (6.11)

1Note that by the IEF, we have α̂d := α, so this possibility is ignored.
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The stochastic part of α̂1 is an unbiased estimate of α − α ≤ 0. That is to say, α̂1 MC
estimates the difference between the target quantity α and its upper bound given by the
Boole–Fréchet inequalities, α. Similarly, we often have

α(γ) ∼
∑
i

P(Ai(γ)) , 1

for example when the Ai exhibit a weak dependence structure. In this case, we can say
that α̂1 MC estimates the difference between α and its (first-order) asymptotic expansion.

6.2.3 Relation of α̂n estimators to control variates

An alternative construction of {α̂1, . . . , α̂d−1} is to add control variates to the crude Monte
Carlo estimator α̂0. We begin by adding the control variate E to α̂0 with weight τ ∈ R:

α̂τ1 := I{E ≥ 1} − τ
[
E −

∑
i

P(Ai)
]
.

Setting τ = 1 means this estimator simplifies to α̂1. Next, we add the control variates E
and −1

2E(E− 1) to α̂0, and setting the corresponding weights to 1 gives α̂2. This pattern
goes on.

6.2.4 Combining α̂1 with importance sampling

The family of estimators α̂n can be combined with the variance reduction technique called
importance sampling (IS), cf. [15, 80]. Standard IS theory suggests that we should focus
on IS distributions where the event of interest A = ∪iAi = {E ≥ 1} occurs almost surely.
A convenient way of constructing such a distribution is as a mixture distribution. Say
that we condition on Ai with probability

pi := P(Ai)∑
j P(Aj)

= P(Ai)
α

, for i = 1, . . . , d .

1Using the standard notation that f(x) ∼ g(x) means limx→∞ f(x)/g(x) = 1.
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A heuristic motivation for this selection comes from a rare-event setting where the asymp-
totic relationship P(Ai(γ), Aj(γ)) = o(P(Ai(γ))) often occurs for all i 6= j. In such a case

P (Ai(γ) | A(γ)) = P(Ai(γ))∑
j P(Aj(γ))(1 + o(1)) ∼ pi(γ) , as γ →∞ .

Now consider the measure

Q[1](A ) =
∑
i

pi P(A | Ai) ∀A ∈ F ,

which induces the likelihood ratio of L[1] := dQ[1] / dP = α/E. As

α + (1− E)I{E ≥ 2}L[1] = α
(

1 + 1− E
E

)
= α

E
under Q[1] ,

we can see that α̂1 under this change of measure, with R ∈ N+ replicates, is

α̂
[1]
1 := 1

R

R∑
r=1

α

E
[1]
r

, (6.12)

where the superscript “[1]” indicates that the E[1]
r are (independently) sampled under Q[1].

This estimator corresponds to one from the paper of Adler et al. [5], though applied in a
more general way (they consider rare maxima of normally distributed vectors).

Continuing in the same pattern, consider the second-order IS distributions where {E ≥ 2}
occurs almost surely, to be applied to α̂2. Say that we choose to condition on Ai ∩ Aj
with probability

pij := P(Ai, Aj)∑
m<n P(Am, An) = P(Ai, Aj)

q
, for 1 ≤ i < j ≤ d ,

defining q := ∑
i<j P(Ai, Aj). Now consider the measure

Q[2](A ) =
∑
i<j

pij P(A | Ai, Aj) ∀A ∈ F ,
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which induces a likelihood ratio of

L[2] := dQ[2]

dP
= q∑

i<j I{AiAj}
= q(

E
2

) = 2q
E(E − 1) .

Thus, after simplifying, the estimator α̂2 under Q[2] is

α̂
[2]
2 := α− 2q

R

R∑
r=1

1
E

[2]
r

. (6.13)

Remark 6.2. As the Q[2]-mean of 2
E

is less than 1, this fraction can be seen as a correction
term for the two-term truncation of (6.3). We know from (6.5) that α ≥ α− q.

Both of these IS algorithms have some extra requirements for their use. The first-order
estimators require that we can simulate from P( · | Ai) and can calculate the P(Ai).
The second-order estimator requires that we can simulate from P( · | Ai, Aj) and that
we can calculate the P(Ai) and P(Ai, Aj). In the rare maxima case, integration routines
in Mathematica or Matlab can usually calculate these probabilities; it is simulating
from the conditional distributions which can be the prohibitive requirement, particularly
for α̂[2]

2 .

6.3 Estimators of βn

Now, we turn our attention to the estimation of βn := E[Y I{E ≥ n}]. We start with β1,
and rewrite the partition (6.1) in terms of the general Ai:

A :=
d⋃
i=1

Ai = A1 ∪ (Ac
1A2) ∪ · · · ∪ (Ac

1 . . . A
c
d−1Ad) . (6.14)

This gives us (the generalised version of (6.2))

β1 = E[Y | A1]P(A1) + E[Y I{A1} | A2]P(A2)

+ · · ·+ E[Y I{Ac
1 . . . A

c
d−1} | Ad]P(Ad) .
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If we assume it is possible to sample from the P( · | Ai) conditional distributions—the
same assumption required to use the first-order IS estimator α̂[1]

1 from Section 6.2.4—then
each of these conditional expectations can be estimated by sample means:

β̂1 :=
d∑
i=1

P(Ai)
dR/de

dR/de∑
r=1

Yi,rI{Ac
1 . . . A

c
i−1}i,r . (6.15)

Here, the Yi,r and I{·}i,r are sampled independently and conditional on Ai. The following
proposition gives the partition of the event {E ≥ i}:

Proposition 6.3. Consider a finite collection of events {A1, . . . , Ad} and for each subset
I ⊂ {1, 2, . . . , d} define 1

BI :=
⋂
j∈I

Aj, CI :=
⋂
k/∈I,

k<max I

Ack.

Then
{E ≥ m} =

⋃
|I|=m

BI =
⋃
|I|=m

BICI . (6.16)

Moreover, the collection of sets {BICI : |I| = m} is disjoint.

Proof. The first equality in (6.16) is straightforward from the definition of the random
variable E. For the second equality, the relation ⊇ follows trivially; to prove the opposite
relation ⊆ it remains to show that if ω is such that ω ∈ BI and ω /∈ CI , then there exists
I ′ such that |I ′| = m and ω ∈ BI′CI′ . Notice that if ω /∈ CI , then there exists a nonempty
set J satisfying max J < max I, with j ∈ J if and only if ω /∈ Acj. Select I ′ as the set
formed by the smaller m elements of I ∪ J . In consequence,

ω ∈
( ⋂
j∈I∪J

Aj

)( ⋂
k/∈I∪J,
k≤max I

Ack

)
⊆
(⋂
j∈I′

Aj

)( ⋂
k/∈I′,

k≤max I′

Ack

)
= BI′CI′ .

This completes the proof of the second equivalence in (6.16).

Next we show that the collection of sets {BICI : |I| = m} is disjoint. Consider two sets
of indexes I1 and I2 such that |I1| = |I2| = m and I1 6= I2. Take i such that i ∈ I1, i /∈ I2

1Using the convention that ∩∅ = Ω.
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and w.l.o.g. further assume that i < max I2. Then BI1 ⊆ Ai while CI2 ⊆ Aci .

This proposition implies that

βn = E
[
Y I
{ ⋃
|I|=n

BI

}]
= E

[
Y I
{ ⋃
|I|=n

BICI
}]

=
∑
|I|=n

E[Y I{CI} | BI ]P(BI).

Therefore, if (i) reliable estimates of P(BI) are available, and (ii) it is possible to simulate
from the conditional measures P( · | BI), then the following is an unbiased estimator of
E[Y I{E ≥ n}]:

β̂n :=
∑
|I|=n

P(BI)
dR/

(
d
n

)
e

dR/(dn)e∑
r=1

YI,rI{CI}I,r . (6.17)

Here, similar to before, YI,r and I{·}I,r denote independent sampling conditioned on BI .

Notice that a permutation of the sets A1, . . . , Ad will result in a different collection of
events CI , and also a slightly different estimator.

6.3.1 Applying β̂i to estimate α

The β̂i estimators can be used in various ways to estimate the probability α = P(A). The
simplest way is to set Y = 1 a.s. in β̂1 (6.17), leading to the estimator

̂(β1 ‡ α) := P(A1) +
d∑
i=2

P(Ai)
dR/(d−1)e

dR/(d−1)e∑
r=1

I{Ac
1 . . . A

c
i−1}i,r , (6.18)

using the notation from (6.15). Note, we achieve minor improvement in (6.18) over (6.17)
when Y = 1 a.s. as E[1 | A1] = 1 does not require estimation.

More effective estimators can be constructed if we use β̂n to estimate terms from α̂n−1

(6.10). We label the random terms in α̂n as

Rn :=
[ n∑
i=0

(−1)i
(
E

i

)]
I{E ≥ n+ 1}, and say Rn := E[Rn] . (6.19)
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Now, if we choose Y := ∑n−1
i=0 (−1)i

(
E
i

)
then it is obvious that

βn := E
{[n−1∑

i=0
(−1)i

(
E

i

)]
I{E ≥ n}

}
= Rn−1.

This leads to the set of estimators

̂(βn ‡ α) :=
n−1∑
i=1

(−1)i−1 ∑
|I|=i

P
(⋂
i∈I
Ai

)

+
∑
|I|=n

P(BI)
dR/

(
d
n

)
e

dR/(dn)e∑
r=1

[n−1∑
i=0

(−1)i
(
EI,r
i

)]
I{E ≥ n}I,r ,

for n = 2, . . . d− 1. In particular, for n = 2

̂(β2 ‡ α) :=
∑
i

P(Ai) +
∑
i<j

P(Ai, Aj)
dR/

(
d
2

)
e

dR/(d2)e∑
r=1

(1− Eij,r)I{E ≥ 2}ij,r , (6.20)

where the ij subscript indicates sampling conditional on AiAj, similar to before.

6.4 Efficiency results

We analyse the performance of the estimators in a rare-event setting. Recall that in such
a setting, {A1(γ), . . . , Ad(γ)} denotes an indexed collection of not necessarily independent
rare events and our objective is to calculate α(γ) = P(⋃di Ai(γ)) as γ → ∞. For such a
rare-event estimation problem there are specialised concepts of efficiency. In Section 6.4.2
these definitions of efficiency are introduced. In addition, we provide efficiency criteria
for the proposed estimators under very general assumptions.

In Sections 6.4.3 and 6.4.4 we specialise in rare events associated with extremes. In
such a framework, we show when the estimator α̂1 is efficient for: i) a vast array of
multivariate distributions with identical marginals in Section 6.4.3, and ii) the specific
cases of normal and elliptical distributions in Section 6.4.4. For this section we take the
number of replicates R to be 1.
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6.4.1 Variance Reduction

First we compare the efficiency of our proposed estimator α̂1 against that of the crude
Monte Carlo (CMC) estimator α̂0(γ) of α(γ) := P(A(γ)). An upper bound for Var α̂0(γ)
is

Var α̂0(γ) = P(A(γ))[1− P(A(γ)] < P(A(γ)) ≤
∑
i

P(Ai(γ)) .

This implies that the variance of the CMC estimator is of order O(maxi P(Ai(γ))), which
is the best possible without making any further assumptions. In contrast an upper bound
of Var α̂1(γ) = VarR1, where R1 = (1− E)I{E ≥ 2} from (6.19), is

Var α̂1(γ) ≤ E[R2
1] < 2E

[(
E

2

)
I{E ≥ 2}

]
=

(6.6)
2
∑
i<j

P(Ai(γ), Aj(γ)) . (6.21)

Thus the variance of our estimator α̂1(γ) is of order O(maxi<j P(Ai(γ), Aj(γ))), so we can
conclude that α̂1(γ) is asymptotically superior to CMC.

Next we turn our attention to the estimator β̂n. The following proposition shows that
the reduction of variance of the estimator β̂n is of at least of a factor max|I|=n P(BI) with
respect to the non-conditional (crude) version estimator β̂[0]

n defined as

β̂[0]
n :=

∑
|I|=n

1
dR/

(
d
n

)
e

dR/(dn)e∑
r=1

YIrI{BICI} . (6.22)

Proposition 6.4.
Var(β̂n) ≤ max

|I|=n
P(BI)Var(β̂[0]

n ) .

Proof. Let WI := Y I{CI}. By independence of the WI we can write the variance of β̂n as

Var(β̂n) = Var
(∑
|I|=n

WI P(BI)
∣∣∣∣BI

)
=
∑
|I|=n

P(BI)2 Var(WI | BI)

≤ max
|I|=n

P(BI)
∑
|I|=n

P(BI)Var(WI | BI) .
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Now, observe that

P(BI)Var(WI | BI) ≤ P(BI)E[W 2
I | BI ]− P(BI)2 E[WI | BI ]2

= E[W 2
I I{BI}]− E[WII{BI}]2 = Var [WII{BI}] .

Thus we have proven that

Var(β̂n) ≤ max
|I|=n

P(BI)
∑
|I|=n

Var(WII{BI}) = max
|I|=n

P(BI)
∑
|I|=n

Var(β̂0) .

6.4.2 Efficiency criteria

We now ask if and when α̂1 and β̂n are efficient in the rare-event sense. We must first
define efficiency, as there are several common benchmarks for the efficiency of a rare-event
estimator.

Definition 6.5. An estimator p̂γ of some rare probability pγ which satisfies ∀ε > 0

lim sup
γ→∞

Var p̂γ
p2−ε
γ

= 0

(6.23a)

lim sup
γ→∞

Var p̂γ
p2
γ

<∞

(6.23b)

lim sup
γ→∞

Var p̂γ
p2
γ

= 0

(6.23c)

has logarithmic efficiency (LE) (6.23a), bounded relative error (BRE) (6.23b), or van-
ishing relative error (VRE) (6.23c) respectively.

The levels of efficiency in Definition 6.5 are given in increasing order of strength, that is,
VRE ⇒ BRE ⇒ LE. As VRE is often too difficult a goal, we focus on BRE and LE. The
following proposition gives an alternative form of the conditions in (6.23) for the specific
case of our estimator α̂1.

Proposition 6.6. The estimator α̂1 has LE iff it holds that ∀ε > 0

lim sup
γ→∞

maxi<j P(Ai(γ), Aj(γ))
maxk P(Ak(γ))2−ε = 0 , (6.24)
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and has BRE iff
lim sup
γ→∞

maxi<j P(Ai(γ), Aj(γ))
maxk P(Ak(γ))2 <∞ . (6.25)

Proof. We prove the LE claim (6.24). Proof of the BRE claim follows the same arguments.
(⇒) We can see that

Var α̂1(γ) ≥ Var I{E ≥ 2} = P(E ≥ 2) P(E ≤ 1) , P(E ≤ 1)→ 1 , (6.26)

and

P(E ≥ 2) ≥
(
d

2

)−1 d∑
n=2

(
n

2

)
P(E = n) =

(6.6)

(
d

2

)−1∑
i<j

P(Ai(γ), Aj(γ)) . (6.27)

So, ∀ε > 0,

0 =
(6.23a)

lim sup
γ→∞

Var α̂1(γ)
P(A)2−ε >

(6.11) & (6.26)
lim sup
γ→∞

P(E ≥ 2)(∑
k P(Ak(γ))

)2−ε

≥
(6.27)

[
d2−ε

(
d

2

)]−1
lim sup
γ→∞

maxi<j P(Ai(γ), Aj(γ))
maxk P(Ak(γ))2−ε

which implies (6.24).
(⇐) We can see that, ∀ε > 0,

lim sup
γ→∞

Var α̂1(γ)
P(A)2−ε <

(6.11) & (6.21)
lim sup
γ→∞

2∑i<j P(Ai(γ), Aj(γ))
(maxk P(Ak(γ)))2−ε

≤ 2
(
d

2

)
lim sup
γ→∞

maxi<j P(Ai(γ), Aj(γ))
maxk P(Ak(γ))2−ε =

(6.24)
0 ,

which implies (6.23a).

Example 6.7. If the Ai events are independent then the estimator α̂1 has BRE.

For the efficiency of our β̂n estimators, the following proposition provides a very simple
yet non-trivial condition for BRE.
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Proposition 6.8. The estimator β̂n(γ) has BRE if

lim sup
γ→∞

max|I|=n P(BI)
βn(γ) <∞.

Proof. By Proposition 6.4 and the hypothesis we have

lim sup
γ→∞

Var(β̂n(γ))
β2
n(γ) ≤ lim sup

γ→∞

max|I|=n P(BI)Var(β̂[0]
n (γ))

β2
n(γ)

≤ c lim sup
γ→∞

Var(β̂[0]
n (γ))

βn(γ) .

Since β̂[0]
n is an estimator in crude form then Var(β̂[0]

n (γ)) = O(βn(γ)) as γ → ∞, so the
proof is complete.

Corollary 6.9. The estimator ̂(β1 ‡ α) from (6.18) has BRE.

6.4.3 Efficiency for identical marginals and dependence

In this and the following subsections, we concentrate on rare events associated to extremes.
More precisely, we let X = (X1, . . . , Xn) be an arbitrary random vector and define M =
maxiXi. Therefore, we define Ai(γ) = {Xi > γ} implying that the event of interest A is
equivalent to {M > γ}.

For now, we assume that the Xi have identical marginal distributions. This simplifies the
condition for BRE of α̂1, (6.25), so that it is now solely determined by the copula ofX. We
investigate some common tail dependence measures of copulas (tail dependence parameter
and residual tail index) and also some common families of copulas (Archimedean copulas)
to see when the estimator α̂1 exhibits efficiency.
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Asymptotic dependence

The most basic measurement of tail dependence between a pair (Xi, Xj) with common
marginal distribution F and copula Cij (cf. [104, 134]) is

λij = lim
υ→1

P(Xi > υ | Xj > υ) = lim
υ→1

1− 2υ + Cij(υ, υ)
1− υ

where λij ∈ [0, 1] is called the (upper) tail dependence parameter (or coefficient) [104, 124].
We say the (Xi, Xj) pair exhibit asymptotic independence (AI) when λij = 0, or asymptotic
dependence (AD) when λij > 0. The canonical examples given for each case are the (non-
degenerate) bivariate normal distribution for AI, and the bivariate Student t distribution
for AD [157].

For α̂1 to have BRE, all pairs in X must exhibit AI. This is a necessary but not sufficient
condition, therefore we will employ a more refined tail dependence measurement.

Residual tail index

We must first define two classes of functions:

• L(x) is slowly-varying (at ∞) if L(cx)/L(x)→ 1 as x→∞ for all c > 0,

• f(x) is regularly-varying (at∞) with index τ > 0 if it takes the form f(x) = L(x)x−τ

for some L(x) which is slowly-varying (cf. [33, 146]).

We will assume, w.l.o.g., the marginals of X to be unit Fréchet distributed (i.e., F1(x) =
exp(−x−1) ∼ 1−x−1). Ledford and Tawn [114, 115, 116] first noted that the joint survival
functions for a wide array of bivariate distributions satisfy

P(Xi > γ,Xj > γ) ∼ L(γ)γ−1/η as γ →∞ (6.28)

for a slowly-varying L(γ) and an η ∈ (0, 1]. In other words, (6.28) says that P(Xi >

γ,Xj > γ) is regularly-varying with index 1/η.
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The index is called the residual tail index [59, 136].1 When (Xi, Xj) exhibit AD (AI)
then we typically have η = 1 (η < 1).2 For independent components we have η = 1/2,
so Ledford and Tawn [114] describe bivariate distributions with η = 1/2 as having near
independence. When η < 1/2 the random pair take large values together less frequently
than they would if independent.

Returning to our original problem of estimating α(γ), let us label the residual tail index
for every (Xi, Xj) pair of X as ηij. Also, let η = maxij ηij and L be the associated slowly
varying function. The following proposition outlines how these values relate to efficiency
of α̂1:

Proposition 6.10. If (6.28) is satisfied for the maximal pair of X, that is,

max
i<j

P(Xi > γ,Xj > γ) ∼ L(γ)γ−1/η as γ →∞ ,

then the estimator α̂1 has: i) BRE if η < 1/2 or if η = 1/2 and L(γ) 6→ ∞ as γ → ∞,
ii) LE if η = 1/2.

Proof. Label the components of X such that

max
i<j

P(Xi > γ,Xj > γ) = P(X1 > γ,X2 > γ)

then the condition for LE becomes, ∀ε > 0

lim sup
γ→∞

maxi<j P(Xi ≥ γ,Xj ≥ γ)
maxk P(Xk ≥ γ)2−ε = lim sup

γ→∞

L(γ)γ−1/η

(γ−1)2−ε = lim sup
γ→∞

L(γ)γ2− 1
η
−ε = 0

which is equivalent to η ∈ (0, 1/2]; the η = 1/2 case has LE as γ−εL(γ)→ 0 for all ε > 0
(see Proposition 1.3.6 part (v) of [33]). Similarly we have BRE for η ∈ (0, 1/2), but for
the η = 1/2 case we also require that L(γ) 6→ ∞.

Heffernan [97] has conveniently compiled a directory of η and L(x) for many copulas which
satisfy (6.28). A summary of these results is given in Table 6.1. In reading Heffernan’s
directory, one can spot two trends: normally η ∈ {1/2, 1} and L is a constant. The

1The older (and less insightful) name for η is the coefficient of tail dependence [114, 145].
2Hashorva [92] has found a case where an elliptically distributed (Xi, Xj) has η = 1 and AI.
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Table 6.1: Residual tail dependence index η and L(x) for various copulas. This is a subset
of Table 1 of [97] (their row numbers are preserved).

(a) Copulas with BRE.

# Name η L(x)
1 Ali-Mikhail-Haq 0.5 1 + τ

2 BB10 in Joe 0.5 1 + θ/τ

3 Frank 0.5 δ/(1− e−δ)
4 Morgenstern 0.5 1 + τ

5 Plackett 0.5 δ

6 Crowder 0.5 1 + (θ − 1)/τ
7 BB2 in Joe 0.5 θ(δ + 1) + 1
8 Pareto 0.5 1 + δ

9 Raftery 0.5 δ/(1− δ)

(b) Copulas without BRE.

# Name η L(x)
11 Joe 1 2− 21/δ

12 BB8 in Joe 1 2− 2(1− δ)θ−1

13 BB6 in Joe 1 2− 21/(δθ)

14 Extreme value 1 2− V (1, 1)
15 B11 in Joe 1 δ

16 BB1 in Joe 1 2− 21/δ

17 BB3 in Joe 1 2− 21/θ

18 BB4 in Joe 1 2−1/δ

19 BB7 in Joe 1 2− 21/θ

oft-cited Gaussian copula is the only exception for both of these trends in Heffernan’s
directory, having η = (1 + ρ)/2 and L(x) ∝ (log x)−ρ/(1+ρ); Section 6.4.4 deals with the
Gaussian case in detail.

Archimedean Copulas

Some of the most frequently used copulas are in the family of Archimedean copulas. These
are very general models and are widely used in applications due to their flexibility. A
copula is Archimedean if there exists a function ψ such that the copula C can be written
as

C(u1, . . . , un) = ψ←(ψ(u1) + · · ·+ ψ(un)),

where the function ψ is called the generator of the copula. If ψ← is the Laplace transform
of a non-negative random variable, then ψ defines a generator for a valid Archmidean
copula, however other constructions of Archimedean copulas are possible [134, p. 74]. For
Archimedean copulas we can restate the BRE condition (6.25) in terms of the generator
ψ.

Theorem 6.11 (Thm. 3.4 of [44]). Let (U1, . . . , Un) ∼ C where C is an Archimedean cop-
ula with generator ψ. If ψ← is twice continuously differentiable and its second derivative
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is bounded at 0 then ∀ i 6= j

lim
u→0

P(Ui ≥ 1− ux1, Uj ≥ 1− ux2)
u2 <∞

for any 0 < x1, x2 <∞.

Corollary 6.12. Consider using α̂1 for a distribution with common marginal distributions
and a copula C. If C satisfies the conditions of Theorem 6.11 then α̂1 has BRE.

Charpentier and Segers [44] have helpfully created a directory of Archimedean copulas
from which we can see if the BRE conditions from Corollary 6.12 are satisfied. Using this
information, we provide a summary of the efficiency status of many Archimedean copulas
in Table 6.2.

The efficiency of α̂1 can be proved without the assumption of identical marginal distri-
butions, but the efficiency must be shown case-by-case for each family of distributions.
The next section does this for the multivariate normal distribution and for some elliptical
distributions.

6.4.4 Efficiency for the case of normal and elliptical distribu-
tions

The efficiency characteristics of normally and elliptically distributed random vectors are
very similar. This section defines these distributions, outlines their asymptotic properties,
then shows the conditions in which α̂1 exhibits levels of asymptotic efficiency.

Definitions and categories of elliptical distributions

Let Normald(µ,Σ) denote the multivariate normal distribution with mean µ ∈ Rd and
positive-definite covariance matrix Σ ∈ Rd×d. Denote the corresponding density φµ,Σ(·, ·),
and write σ2

i := Σii, ρij := Σij/(σiσj). The normal distribution belong to the class of
elliptical distributions, which we denote Elliptical(µ,Σ, F ), where F is the cdf of a positive
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Table 6.2: Examples of Archimedean copula families. Names (if they are named) and
generator functions are listed, as are the ranges for which θ is valid and the subset of θ
which ensures that α̂1 has BRE. A Θ in the final column means that all valid θ ensure
BRE. The families listed appear in Table 4.1 of [134] and Table 1 of [44].

# Name Generator ψ(t) Valid θ Efficient θ

1 Clayton 1
θ
(t−θ − 1) [−1,∞) Θ

2 (1− t)θ [1,∞) {1}

3 Ali–Mikhail–Haq log 1−θ(1−t)
t

[−1, 1) Θ

4 Gumbel–Hougaard (− log t)θ [1,∞) {1}

5 Frank − log e−θt−1
e−θ−1 R Θ \ {0}

6 − log[1− (1− t)θ] [1,∞) {1}

7 − log[θt+ (1− θ)] (0, 1] Θ

8 1−t
1+(θ−1)t [1,∞) Θ

9 log(1− θ log t) (0, 1] Θ

10 log(2t−θ − 1) (0, 1] Θ

11 log(2− tθ) (0, 1/2] Θ

12 (1
t
− 1)θ [1,∞) {1}

13 (1− log t)θ − 1 (0,∞) Θ

14 (t−1/θ − 1)θ [1,∞) {1}

15 (1− t1/θ)θ [1,∞) {1}

16 ( θ
t

+ 1)(1− t) [0,∞) Θ

17 − log (1+t)−θ−1
2−θ−1 R Θ \ {0}

18 eθ/(t−1) [2,∞) ∅

19 eθ/t − eθ (0,∞) Θ

20 et−θ − e (0,∞) Θ

21 1− [1− (1− t)θ]1/θ [1,∞) {1}

22 arcsin(1− tθ) (0, 1] Θ

151



random variable. We define X ∼ Elliptical(µ,Σ, F ) as

X
D= µ+RC U (6.29)

where R ∼ F is called the radial component, U is (independent of R and) distributed
uniformly on the d-dimensional unit hypersphere, and C ∈ Rd×d satisfies CC> = Σ.
For background on elliptical distributions, see [11]. The efficiency of α̂1 turns out to be
related with max-domain of attraction (MDA) of the radial component. The MDA is
known from standard extreme value theory, see [59].

We consider some subclasses of elliptical distributions depending on the MDA of the radial
distribution:

• F ∈ MDA(Fréchet), then Theorem 4.3 of [101] implies that X has asymptotic de-
pendence and α̂1 is never efficient (see Section 6.4.3).

• F ∈ MDA(Weibull), then components of X are light-tailed and uninteresting (in a
rare-event context).

• F ∈ MDA(Gumbel), this is the interesting case which includes the normal distribu-
tion. Hashorva [91] label these the type I elliptical random vectors.

Efficiency for type I elliptical distributions

TakeX ∼ Elliptical(µ,Σ, F ) where the radial distribution F ∈ MDA(Gumbel) has support
(0, xF ), for some xF ∈ R, and where {σ1, . . . , σd} are in decreasing order. By definition
of the Gumbel MDA, one can find a scaling function w(x) satisfying

lim
x→xF

F (x+ t/w(x))
F (x)

= e−t.

One frequently takes w(x) := F (x)/
∫ xF
x F (s) ds. Also, define υi(γ) := (γ − µi)/σi and

aij := σj/σi. If ρij ≥ aij then set

µij := µj and κij := σj
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otherwise for ρij < aij

µij := µi − aijρij(µ1 + µ2) + a2µj
αij(1− ρ2

ij)
and κij :=

σ2
i σ

2
j (1− ρ2

ij)
σ2
i − 2ρijσiσj + σ2

j

.

We now apply the asymptotic properties outlined in the Appendix to assess the efficiency
of α̂1 for type I elliptical distributions.

Theorem 6.13. Consider X ∼ Elliptical(µ,Σ, F ) where F ∈ MDA(Gumbel), and let

κ := max
i<j

κij , µ := max
i<j :κ=κij

µij , and υ(γ) := (γ − µ)/κ+ o(1) .

If κ > σ1,1 then α̂1 has LE if

∀ε > 0 lim sup
γ→xF

w(υ(γ))F (υ(γ))
w(υ1(γ))F (υ1(γ))2−ε <∞ . (6.30)

Moreover, if (6.30) holds for ε = 0 then α̂1 has BRE.

Proof. It follows from (6.33) and Theorem 6.17 in the Appendix.

Example 6.14 (Kotz Type III). One family of type I elliptical distributions, is the Kotz
Type III distributions, defined by

F (γ) = (K + o(1))γN exp(−ruδ), w(γ) = rδγδ−1 , for γ > 0,

with K, δ,N > 0. In this case it is clear that

lim
γ→∞

w(υ(γ))
w(υ1(γ)) =

(
σ1

κ

)δ−1
<∞,

1This implies that the Savage condition (see Appendix) is fulfilled at least for one pair.
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while

lim sup
γ→∞

F (υ(γ))
F (υ1(γ))2

= lim sup
γ→∞

(
σ2

1
κγ

)N
exp

{
−r
((

γ − µ
κ

)δ
− 2

(
γ − µ1

σ1

)δ)}
,

= lim sup
γ→∞

(
σ2

1
κγ

)N
exp

{
−r
(
γδ − δµγδ−1 + o(γδ−1)

κδ
− γδ − δµ1γ

δ−1 + o(γδ−1)
σδ1/2

)}
.

Hence, α̂1 has BRE in the following cases

• σδ1 > 2κδ, or

• σδ1 = 2κδ, δ > 1 and µ1 > µ.

The estimator α̂1 has LE if σδ1 = 2κδ, and is inefficient when σδ1 < 2κδ.

Example 6.15 (Normal distributions). The normal distribution is a Kotz III type dis-
tribution with δ = 2. Hence, α̂1 has BRE if σ2

1 > 2κ2, or σ2
1 = 2κ2 and µ1 > µ. The

estimator α̂1 has LE if σ2
1 = 2κ2, and is inefficient when σ2

1 < 2κ2.

Frequently, a set of random variables represents as a stochastic process {Xn}n≥0 . The
value of P(M > γ), with M := max1≤n≤dXn, in such cases usually valuable. The simplest
case to take is when all Xn have identical marginals such as in stationary processes; one
such example is the autoregressive (AR) process.

Example 6.16 (AR(1) processes). Say Xt = ϕXt−1 + εt, where |ϕ| < 1 and εt are iid
Normal1(0, σ2

ε), and we start the process in stationarity. We have that each Xi has the
same marginal distribution, Xi ∼ Normal1(0, σ2

ε/(1− ϕ2)), and

max
i<j

P(Xi > γ,Xj > γ) =



P(X• > γ,X•+1 > γ) if ϕ > 0

P(X• > γ,X•+2 > γ) if ϕ < 0

P(X• > γ)2 if ϕ = 0

.

For ϕ 6= 0 we know that

(X•+1 | X• = γ) ∼ Normal1(ϕγ, σ2
ε), and (X•+2 | X• = γ) ∼ Normal1(ϕ2γ, σ2

ε(1−ϕ4)/(1−ϕ2)) .
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When ϕ = 0 the Xi are independent and α̂1 is trivially efficient, and when ϕ ∈ (−1, 1)\{0}
we have (noting that {X• > γ} → {X• = γ}) that

lim
γ→∞

maxi<j P(Xi > γ,Xj > γ)
maxi P(Xi > γ)2 = lim

γ→∞

P(X• > γ,X•+ (1 or 2) > γ)
P(X• > γ)2

= lim
γ→∞

P(X•+ (1 or 2) > γ | X• = γ)
P(X• > γ)

= 0

as σ2
ε < σ2

ε(1 − ϕ4)/(1 − ϕ2)) < σ2
ε/(1 − ϕ2). Therefore, we have BRE of α̂1 for all

stationary AR(1) processes.

6.5 Numerical experiments

We explore the performance of the estimators for the problem of P(M > γ) for M =
maxiXi, where X is multivariate normal and multivariate Laplace distributed. The fol-
lowing notation is used: X−i (X−i,−j) is the random vector X with Xi (Xi and Xj)
removed, 0 is the vector of zeros, I is the identity matrix, x> is the transpose of x,
and X ⊥ Y means X and Y are independent. We use some standard distributions:
Exponential(λ) for exponential (f(x) ∝ e−λx), InverseGaussian(µ, λ) for inverse Gaussian
(f(x) ∝ x−3/2e−λ(x−µ)2/(2µ2x)), Laplace() for Laplace (defined in Case 2 below). The Mat-
lab and Mathematica code used to generate them are available online [10].

Case 1: Multivariate Normal distributions

Let X ∼ Normald(0,Σ) where Σ = (1 − ρ)I + ρ; that is, each Xi ∼ Normal1(0, 1) and
Corr(Xi, Xj) = ρ. We implement the first- and second-order IS regimes. The necessary
conditional distributions are well-known and simple; both X−i | Xi and X−i,−j | (Xi, Xj)
are normally distributed [11]. Sampling from Xi | Xi > γ can be easily done by
acceptance–rejection with shifted exponential proposals [147] (or by inverse transform
sampling [15, Remark 2.4], though this can be problematic using only double precision
arithmetic). To simulate (Xi, Xj) | min(Xi, Xj) > γ we use Botev’s Matlab library [35],
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but also remark that a Gibb’s sampler is a commonly used alternative [38, 147].

Case 2: Multivariate Laplace distributions

Let X ∼ Laplace(). We can define this distribution by

X
D=
√
RY , where Y ∼ Normald(0, I), R ∼ Exponential(1),Y ⊥ R .

The distribution has been applied in a financial context [100], and is examined in [69, 110].
From the former we have that the density of Laplace() is

fX(x) = 2(2π)−d/2K(d/2)−1
(√

2x>x
) (√

1
2x
>x
)1−(d/2)

where Kn denotes the modified Bessel function of the second kind of order n.

To implement the first-order IS algorithm we need the conditional distributions Xi | Xi >

γ and X−i | Xi. Assuming γ > 0 we can derive that (Xi | Xi > γ) ∼ Exponential(
√

2).
Further calculation gives

X−1 | X1
D= X1

Y1
Y−1 | (

√
RY1 = X1) D= X1

Y1,X1

Y−1 ,

where Y1,X1 ∼ (Y1 |
√
RY1 = X1), noting that Y1,X1 ⊥ Y−1 because of the independence

between the entries of Y . Direct calculation gives

fYi|
√
RYi

(yi | xi) = 2|yi| exp
(
−x2

i /y
2
i − x2

i /2 +
√

2|xi|
)
/(
√
πy2

i )

which is the density of
√
X where X ∼ InverseGaussian(

√
2|xi|, 2x2

i ). This is summarised
in the following algorithm.

Algorithm 5 Sampling X−i | Xi > γ for the Laplace distribution
1: Xi ← Exponential(

√
2)

2: Yi,Xi ← InverseGaussian(
√

2|Xi|, 2X2
i ).

3: Y−i ← Normald−1(0, Ip−1).
4: return XiY−i/Yi,Xi .
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6.5.1 Test setup

The estimators tested are α̂0 (crude Monte Carlo) and α̂1, α̂2, α̂[1]
1 , α̂[2]

2 , ̂(β1 ‡ α), ̂(β2 ‡ α),
defined in (6.8), (6.9), (6.12), (6.13), (6.18) and (6.20) respectively. As a reference, we
show the true value α (calculated by numerical integration using Mathematica), and
the first two truncations of the IEF: α(γ) := ∑

i P(Xi > γ) and α(γ)−q(γ) := ∑
i P(Xi >

γ)−∑i<j P(Xi > γ,Xj > γ). Each estimator is given R = 106, and an asterisk is placed
in table entries where the corresponding estimate had 0 variance (i.e., the estimator had
degenerated).

6.5.2 Results

Estimators γ

2 4 6 8

α 5.633e-02 1.095e-04 3.838e-09 2.481e-15
α̂0 5.651e-02 1.140e-04 0* 0*
α 9.100e-02 1.267e-04 3.946e-09 2.488e-15
α−q 4.000e-02 1.055e-04 3.827e-09 2.480e-15
α̂1 5.650e-02 1.047e-04 3.946e-09* 2.488e-15*
α̂2 5.605e-02 1.075e-04 3.827e-09* 2.480e-15*
α̂

[1]
1 5.637e-02 1.096e-04 3.837e-09 2.481e-15
α̂

[2]
2 5.633e-02 1.095e-04 3.838e-09 2.481e-15

̂(β1 ‡ α) 5.634e-02 1.095e-04 3.838e-09 2.480e-15
̂(β2 ‡ α) 5.631e-02 1.095e-04 3.838e-09 2.481e-15

Table 6.3: Estimates of P(M > γ) where M = maxiXi and X ∼ Normal4(04,Σ), ρ =
0.75. 157



Estimators γ

2 4 6 8

α̂0 3.109e-03 4.075e-02 1* 1*
α 6.154e-01 1.566e-01 2.822e-02 3.142e-03
α−q 2.899e-01 3.665e-02 2.827e-03 1.147e-04
α̂1 2.977e-03 4.429e-02 2.822e-02* 3.142e-03*
α̂2 5.077e-03 1.839e-02 2.827e-03* 1.147e-04*
α̂

[1]
1 6.918e-04 4.639e-04 1.747e-04 2.192e-05
α̂

[2]
2 7.838e-08 8.647e-05 1.237e-05 4.010e-08

̂(β1 ‡ α) 6.564e-05 7.046e-05 6.227e-05 4.362e-05
̂(β2 ‡ α) 3.493e-04 1.593e-05 6.883e-06 3.340e-07

Table 6.4: Absolute relative errors of the estimates in Table 6.3.

Estimators γ

2 4 6 8

α̂0 2.309e-01 1.068e-02 0 0
α̂1 2.557e-01 5.099e-03 0 0
α̂2 1.885e-01 1.414e-03 0 0
α̂

[1]
1 2.817e-02 3.071e-05 4.650e-10 9.972e-17
α̂

[2]
2 9.901e-03 4.244e-06 1.908e-11 8.575e-19

̂(β1 ‡ α) 1.929e-02 2.089e-05 3.197e-10 6.994e-17
̂(β2 ‡ α) 1.306e-02 5.265e-06 2.310e-11 1.035e-18

Table 6.5: Standard deviations of the estimates in Table 6.3.

158



Estimators γ

6 8 10 12

α 4.093e-04 2.435e-05 1.442e-06 8.526e-08
α̂0 3.910e-04 2.000e-05 2.000e-06 0*
α 4.130e-04 2.441e-05 1.443e-06 8.527e-08
α−q 4.093e-04 2.435e-05 1.442e-06 8.526e-08
α̂1 4.120e-04 2.441e-05* 1.443e-06* 8.527e-08*
α̂2 4.093e-04* 2.435e-05* 1.442e-06* 8.526e-08*
α̂

[1]
1 4.093e-04 2.435e-05 1.442e-06 8.526e-08

̂(β1 ‡ α) 4.093e-04 2.435e-05 1.442e-06 8.526e-08

Table 6.6: Estimates of P(M > γ) where M = maxiXi and X ∼ Laplace(), d = 4.

Estimators γ

6 8 10 12

α̂0 4.472e-02 1.786e-01 3.873e-01 1*
α 8.959e-03 2.473e-03 6.987e-04 2.003e-04
α−q 8.067e-05 8.266e-06 8.757e-07 9.506e-08
α̂1 6.516e-03 2.473e-03* 6.987e-04* 2.003e-04*
α̂2 8.067e-05* 8.266e-06* 8.757e-07* 9.506e-08*
α̂

[1]
1 8.470e-06 1.023e-05 3.019e-05 1.577e-05

̂(β1 ‡ α) 4.515e-05 2.948e-05 2.151e-06 2.833e-06

Table 6.7: Absolute relative errors of the estimates in Table 6.6.
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Estimators γ

6 8 10 12

α̂0 1.977e-02 4.472e-03 1.414e-03 0
α̂1 1.000e-03 0 0 0
α̂2 0 0 0 0
α̂

[1]
1 2.735e-05 8.581e-07 2.752e-08 8.189e-10

̂(β1 ‡ α) 1.937e-05 6.086e-07 1.908e-08 5.990e-10

Table 6.8: Standard deviations of the estimates in Table 6.6.

6.5.3 Discussion

We begin with some trends which we expected to find in the results:

• all estimators outperform crude Monte Carlo α̂0,

• the estimators which calculate P(Xi > γ) outperform those which do not,

• the estimators which calculate P(Xi > γ,Xj > γ) outperform those which only use
the univariate P(Xi > γ),

• the importance sampling estimators improve upon their original counterparts,

• the second-order IS improves upon the first-order IS.

Also noticed in the performance of the α̂ estimators:

• the α̂1 and α̂2 estimators often degenerated (i.e. had zero variance) to α and α−q
respectively,

• the degeneration begin for smaller γ when theX had a weaker dependence structure.

Table 6.9 shows the degeneration of the estimators in various examples involving multi-
variate normal distributions.
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Test cases γ

d ρ 2 4 6 8

3

-0.25 0.00957 1* 1* 1*
0 0.00255 1* 1* 1*

0.5 0.00166 1* 1* 1*
0.75 0.005 0.165 1* 1*

4

-0.25 0.00955 1* 1* 1*
0 0.0185 1* 1* 1*

0.5 0.00139 1* 1* 1*
0.75 0.00484 0.283 1* 1*

Average 0.00663 0.806 1 1
(a) α̂1 to α

Test cases γ

d ρ 2 4 6 8

3

-0.25 1* 1* 1* 1*
0 0.151* 1* 1* 1*

0.5 0.0764 1* 1* 1*
0.75 0.0172 0.754 1* 1*

4

-0.25 1* 1* 1* 1*
0 0.189 1* 1* 1*

0.5 0.0153 1* 1* 1*
0.75 0.0175 0.502 1* 1*

Average 0.308 0.907 1 1
(b) α̂2 to α−q

Table 6.9: Ratios of absolute relative errors for pairs of estimators. Each row corresponds
to a separate distribution for X, each being Normald distributed with standard normal
marginals and constant correlation ρ.

The fact that the estimators degenerate is not wholly undesirable, as they degenerate
to the deterministic functions α and α−q which are highly accurate when degeneration
occurs. Obviously, for very large γ one would not resort to Monte Carlo methods as the
asymptote α would be accurate enough for most purposes; one could use the α̂ estimators
until the sample variance is below some threshold, then switch to the faster deterministic
estimators α and α−q.

Regarding the ̂(β1 ‡ α) and ̂(β2 ‡ α) estimators:

• their performance is roughly the same as than their α̂[1]
1 and α̂

[2]
2 counterparts,

• they perform better when the dependence between the variables is weak.

One must remember that the β̂i estimators are valid for a much larger class of problems
(estimating expectations, not just probabilities). Also, we would expect that the β̂i-based
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estimators compare favorably to the α̂[i]
i IS-based estimators when d is large, as the method

involves no likelihood term which can degenerate.

6.6 Conclusion

We presented new estimators for the tail probability of a union of dependent rare events.
The key idea in both estimators is that the tail probability of the such a rare event can
be well approximated by the Bonferroni approximations:

α = P(A) ≈
k∑
i=1

(−1)i−1 ∑
|I|=i

P
(⋂
i∈I
Ai

)
for k = 1, 2 .

We provided conditions which ensure α̂1 and β̂i have logarithmic efficiency and bounded
relative error. The estimators were tested on the classical example of rare maxima of
random vectors. Furthermore, the fact that our β̂i estimators can be applied to a more
general setting makes them useful for a larger variety of estimation problems.

6.6.1 Future work

We did not discuss stratification strategies for β̂i that could result in further reductions in
variance. Nor did we investigate which permutations of the Ai minimise the variance of
β̂i. Further investigation into the use of β̂i to estimate tail probabilities of order statistics
would be of value.
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6.A Elliptical distribution asymptotics

6.A.1 Asymptotic properties of normal distributions

In general, for an X ∼ Normald(0,Σ), Theorem 2.6.1 of Bryc [39] states that for all
measurable A ⊂ Rd the

lim
n→∞

1
n2 logP(X ≥ nA) = − inf

x∈A

1
2x
>Σ−1x. (6.31)

The asymptotic properties of elliptical distributions also relate to this quadratic program-
ming problem, which Hashorva [90, 91] denotes as

P(Σ−1, t) := minimise x>Σ−1x under the linear constraint x ≥ t. (6.32)

The program P(Σ−1, t) is usually minimised at the boundary t, and hence the asymptotic
form (6.31) is very simple. This occurs when Σ−1t > 0 (componentwise), a condition often
called the Savage condition after Richard Savage [154]. For the cases when the Savage
condition fails, the asymptotics change as some components of X become irrelevant in
the limit. Figure 6.1 graphically shows some contours of x>Σ−1x for some Σ which do
and do not satisfy the Savage condition.

Figure 6.1: Contours of x>Σ−1x for example Σ which: (a) satisfy the Savage condition
(i.e., Σ−11 > 0), and (b)–(c) do not satisfy the condition. The covariance matrices, in
Matlab notation, are: (a) Σ = I and Σ = [2,−1/2;−1/2, 1], (b) Σ = [1, 2; 2, 5], and (c)
Σ = [5, 2; 2, 1].
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6.A.2 Asymptotic properties of type I elliptical distributions

TakeX ∼ Elliptical(µ,Σ, F ) where the radial distribution F ∈ MDA(Gumbel) has support
(0, xF ), for some xF ∈ R, and where {σ1, . . . , σd} are in decreasing order. The univariate
and bivariate asymptotics, P(Xi > γ) and P(Xi > γ,Xj > γ), can be written in terms of
the scaling function w(γ) and of F ((γ−µ)/κ) for some particular µ and κ. Theorem 12.3.1
of Berman [32] gives the univariate case,

P(Xi > γ) = (1 + o(1)) F (υi(γ))√
2πυi(γ)w(υi(γ))

as γ → xF (6.33)

where υi(γ) = (γ − µi)/σi. The bivariate case, i.e. P(Xi > γ,Xj > γ), relies on the
following constants. Define aij := σj/σi. If ρij ≥ aij then define

µij := µj and κij := σj

otherwise for ρij < aij

µij := µi − aijρij(µ1 + µ2) + a2µj
αij(1− ρ2

ij)
and κij :=

σ2
i σ

2
j (1− ρ2

ij)
σ2
i − 2ρijσiσj + σ2

j

.

Theorem 6.17. Let (Xi, Xj) be a pair from a type I elliptical random vector X ∼
E(µ,Σ, F ) and consider γ ↗ xF . Then with υij(γ) = (γ − µij)/κij + cij(γ) for some
cij(γ) ∈ o(1),

P(Xi > γ,Xj > γ) = F (υij(γ))×


(

2πυij(γ)w(υij(γ))
)−1/2

(1 + o(1)), if ρij > aij,(
2πυij(γ)w(υij(γ))

)−1
(Ca,ρ + o(1)), if ρij < aij,

for a Ca,ρ ∈ R+. Furthermore, if either µi ≥ µj or limγ→xF w(γ)/γ <∞, then there exists
a Cρ ∈ R+ such that

P(Xi > γ,Xj > γ) = F (υij(γ))
(

2πυij(γ)w(υij(γ))
)−1/2

(Cρ + o(1)), if ρij = aij.

Proof. Use Theorem 2 of Hashorva [91]. First we consider the case aij < ρij. In such a

164



case it holds that

lim
γ→xF

√√√√w(υj(γ))
υj(γ) (υi(γ)− ρijυj(γ)) = lim

γ→xF

√
w(υj(γ))υj(γ)

(
υi(γ)
υj(γ) − ρij

)

= lim
γ→xF

√
w(υj(γ))υj(γ) (aij − ρij) = −∞.

Hence, the hypotheses of Case i) of Theorem 2 of Hashorva [91] hold and the first result
follows. In the case where aij = ρij then

lim
γ→xF

√√√√w(υj(γ))
υj(γ) (υi(γ)− ρijυj(γ)) = lim

γ→xF

√√√√w(υj(γ))
υj(γ)

(µj − µi)
σi

.

The last limit remains bounded from above if either µi > µj or limγ→∞w(γ)/γ <∞. For
the case aij > ρij we define aij(γ) := υi(γ)/υj(γ) so limγ→∞ aij(γ) = aij.

We let

τij(γ) =

√√√√1− 2aij(γ)ρij + a2
ij(γ)

1− ρ2
ij

, τij := lim
γ→∞

τij(γ) =

√√√√1− 2aijρij + a2
ij

1− ρ2
ij

.

The results follows by noting that

υj(γ)τij(γ) = υij(γ), υij(γ) = γ − µij
τij

+ o(1).
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