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1 When X is a random variable, and we only have one parameter to fit

The goal is to find
` = P(X > γ).

Say that f ( · ) is the p.d.f. of X, and f ( · ; v) is the p.d.f. inside the chosen family of distributions
with parameter v.

1. Choose a starting point v0, R (e.g. R = 106), and ρ (e.g. ρ = 0.10).
2. For i = 1, 2, . . .:

1. Simulate Xr i.i.d.∼ f ( · ; vi−1) for r = 1, . . . , R.
2. Find the quantile γi = Quantile({X1, . . . , XR}, 1− ρ).
3. If γi ≥ γ, set v∗ = vi−1, and quit the loop.
4. Set

vi = arg max
v

1
R

R

∑
r=1

1{Xr > γi}
f (Xr)

f (Xr; vi−1)
log
[

f (Xr; v)
]

by letting vi be the solution to

R

∑
r=1

1{Xr > γi}
f (Xr)

f (Xr; vi−1)

d
dv

{
log
[

f (Xr; v)
]}

= 0.

3. Return the result of IS with f ( · ; v∗) proposal.

2 When X is a random variable, and we have p distributional parame-
ters to fit, p > 1

The goal is to find
` = P(X > γ).

Say that f ( · ) is the p.d.f. of X, and f ( · ; v) is the p.d.f. inside the chosen family of distributions
with parameter vector v = (v1, . . . , vp).

1. Choose a starting point v0, R (e.g. R = 106), and ρ (e.g. ρ = 0.10).
2. For i = 1, 2, . . .:

1. Simulate Xr i.i.d.∼ f ( · ; vi−1) for r = 1, . . . , R.
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2. Find the quantile γi = Quantile({X1, . . . , XR}, 1− ρ).
3. If γi ≥ γ, set v∗ = vi−1, and quit the loop.
4. Set

vi = arg max
v

1
R

R

∑
r=1

1{Xr > γi}
f (Xr)

f (Xr; vi−1)
log
[

f (Xr; v)
]

by letting vi be the solution to

R

∑
r=1

1{Xr > γi}
f (Xr)

f (Xr; vi−1)
∇v

{
log
[

f (Xr; v)
]}

= 0p

where ∇v = ( d
dv1

, . . . , d
dvp

) and 0p is the vector of p zeros.

3. Return the result of IS with f ( · ; v∗) proposal.

3 When X is a random vector, and we have p distributional parameters
to fit, p > 1

The goal is to find
` = P(H(X) > γ)

where X = (X1, . . . , Xn) and H : Rn → R. Say that f ( · ) is the joint p.d.f. of X, and f ( · ; v) is the
joint p.d.f. inside the chosen family of distributions with parameter vector v = (v1, . . . , vp).

1. Choose a starting point v0, R (e.g. R = 106), and ρ (e.g. ρ = 0.10).
2. For i = 1, 2, . . .:

1. Simulate Xr i.i.d.∼ f ( · ; vi−1) for r = 1, . . . , R.
2. Find the quantile γi = Quantile({H(X1), . . . , H(XR)}, 1− ρ).
3. If γi ≥ γ, set v∗ = vi−1, and quit the loop.
4. Set

vi = arg max
v

1
R

R

∑
r=1

1{H(Xr) > γi}
f (Xr)

f (Xr; vi−1)
log
[

f (Xr; v)
]

by letting vi be the solution to

R

∑
r=1

1{H(Xr) > γi}
f (Xr)

f (Xr; vi−1)
∇v

{
log
[

f (Xr; v)
]}

= 0p

where ∇v = ( d
dv1

, . . . , d
dvp

) and 0p is the vector of p zeros.

3. Return the result of IS with f ( · ; v∗) proposal.

This is the most general form of the algorithm. The most general form of the optimization
version is below.
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3.1 For optimization, the general form

The goal is to find
H∗ = max

x
H(x)

where x = (x1, . . . , xn) and H : Rn → R. Say that f ( · ; v) is the joint p.d.f. inside the chosen family
of distributions with parameter vector v = (v1, . . . , vp).

1. Choose a starting point v0, R (e.g. R = 106), and ρ (e.g. ρ = 0.10).
2. For i = 1, 2, . . .:

1. Simulate Xr i.i.d.∼ f ( · ; vi−1) for r = 1, . . . , R.
2. Find the quantile γi = Quantile({H(X1), . . . , H(XR)}, 1− ρ).
3. Set

vi = arg max
v

1
R

R

∑
r=1

1{H(Xr) > γi} log
[

f (Xr; v)
]

by letting vi be the maximum-likelihood estimate fit to the elite samples.
4. Calculate H∗i = max{H(X1), . . . , H(XR)}.
5. If H∗i has not increased much recently (compare it to H∗i−1, H∗i−2, . . .) then quit now,

giving H∗ ≈ max{H∗1 , . . . , H∗i }.
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